Rt o e T il

NCTSPM

NATIONAL CENTER FOR TRANSPORTATION SYSTEMS PRODUCTIVITY AND MANAGEMENT

Consumer Response to Road Pricing: Macro and
Micro Modeling Tools for Socioeconomic
Evaluation and Pricing of Managed Lanes

Contract # DTRT12GUTC12 with USDOT Office of the Assistant Secretary for Research and Technology (OST-R)

Final Report

June 2016

Principal Investigator: Randall Guensler, Ph.D.

National Center for Transportation Systems
Productivity and Management

O. Lamar Allen Sustainable Education Building
788 Atlantic Drive, Atlanta, GA 30332-0355

P: 404-894-2236 F: 404-894-2278
nctspm@ce.gatech.edu  nctspm.gatech.edu
Georgial s )
otechncioay FIU R




DISCLAIMER

The contents of this report reflect the views of the authors, who are responsible for the facts and the
accuracy of the information presented herein. This document is disseminated under the sponsorship of
the U.S. Department of Transportation’s University Transportation Centers Program, in the interest of
information exchange. The U.S. Government assumes no liability for the contents or use thereof.



TECHNICAL REPORT STANDARD TITLE PAGE

1.Report No.: 2. Government Accession| 3. Recipient's Catalog No.:
FHWA-GA-16-1431 No.: N/A
4. Title and Subtitle: 5. Report Date: June, 2016
Macro-M odeling and Micro-Modeling Tools
for HOV-to-HOT LaneAnalysis 6. Performing Organization Code:
7. Author(s): .
Randall Guensler, Ph.D., 8. Performing Organ. Report No.:
Sara Khoeini, Ph.D., Adnan Sheikh, Ph.D. 14-31
9. Performing Organization Name and Address: 10. Work Unit No.:
Georgia Transportation Institute N/A

Georgia Institute of Technology
790 Atlantic Drive
Atlanta, GA 30332-0355

11. Contract or Grant No.:

12. Sponsoring Agency Name and Address: 13. Type of Report and Period Covered:
Georgia Department of Transportation Final; May 2014 — June 2016

Office of Research
15 Kennedy Drive
Forest Park, GA 30297-2534

14. Sponsoring Agency Code:
N/A

15. Supplementary Notes:
Prepared in cooperation with the U.S. Depantinof Transportation, Federal Highway Administrati

16. Abstract: This report summarizes the analysabserved commuting changes after conversiomof a
existing carpool lane into a high-occupancy tatidaon 15.5 miles of Atlanta I-85. The team exgibthe
correlations between observed changes in travelvi@hand the socio-spatial characteristics ofubers
using 1.5 million license plate observations codpléth census demographic data. Commuter respsase
evident in the observed changes in commuter ctioicentinue to use the new managed lane, or motreet(
general purpose lane after conversion. Aggregatelkocio-spatial analysis of the impacts of thiaita |-
85 HOV to HOT conversion across demographic gra@amussocio-economic attributes are presented in tk
report. This study enhances the ability of modeterintegrate managed lanes into travel demancetsod
with respect to travel demand response acrosschseacteristics. The report also introduces a
comprehensive modeling framework for socioeconamnilysis of managed lanes. The methods develo
through this can inform future Traffic and Rever8iadies and help to better predict the socio-spatia
characteristics of the target market.

S

ed

17. Key Words: Managed Lanes, HOT Lane, Carpoakl@onversion, | 18. Distribution Statemento
Tolling and Revenue, Restriction

19. Security Classification (of this report):| 20. Security classification (gf21. Number | 22. Price:
Unclassified this page): Unclassified of Pages: 52 N/A

Form DOT 1700.7 (8-69)



[This Page Intentionally Left Blank]



GDOT Research Project No. RP 14-31

Project Report (Final)

Macro and Micro Modeling Tools
for HOV-to-HOT Lane Analysis

By:

Randall Guender, Ph.D.
Sara Khoeini, Ph.D.
Adnan Sheikh, Ph.D.

School of Civil and Environmental Engineering
Georgia I nstitute of Technology

Contract with

Georgia Department of Transportation

June 2016

The contents of thisreport reflect the views of the author (s) who is (are) responsible
for the facts and the accuracy of the data presented herein. The contents do not
necessarily reflect the official views or policies of the Geor gia Department of
Transportation or of the Federal Highway Administration. Thisreport does not
constitute a standard, specification, or regulation.



Table of Contents

EXECULIVE SUMIMAIY ...c.vieieeiesieeie ettt te et e st esaesreesseesaesneeteeneesneeseeneenneenss 1

IS o = o =SSR 2

IS o 0 U =SS 3

1 Background LiteratuUr@ REVIEW .........ccceeiiiiiiieeiesiesieeie et 4
1.1  Macro-Modeling LILEIrature ............uuueeiiieeeeeieeieeeiiiiiess e e e e e e e e e e e eeeeeeeneeeees 4
1.2 Micro-Modeling LItErature ..........ooooiiiiiiieeeeeeiiiiiieee e e 7
1.3  Literature REVIEW SUMMAIY ........ceuvuiririiiiiiiiaeeeeeeeeeeeeeeeeeeeesnnnnnnnnee e e eeas 9

2 HOV-to-HOT Commutershed Macro-Modeling ToOol ........cccoceeverinieenenennienne. 10
2.1 License Plate Data Worksheet (plateObservationData)................ccccceen..... 11
2.2  Plate Coding Worksheet (uniquePlateCodiNg) e «ceeerrrreereiiiiiniieeeeennnn.. 16
2.3 User Coding Worksheet (uniqueUserCoding) ....cccccceeeeeeveeeererveninnninnenneeenns 17
2.4  Registration Data Linkage Worksheet (registratioddsesGeocoded) ........ 17
2.5 Address Coding Worksheet (uniqueAddressCoding).........cccoeeeeeeeeeeeeeeenene. 19
2.6  Household-Level Lane Use Analysis Worksheet (lam8ysiousehold)........ 20
2.7 Census Tract Data Worksheet (atlantaTractData_ AG®2Q3) .................... 22
2.8 Census Data Linkage Worksheet (spatialJoinCensafTra..........ccccccuvveeees 23
2.9 Census-Tract-Level Lane Use Analysis Worksheee{lmeByTract)............. 24
2.10 Tract-Level Model Derivation (tractLevelModel) . ......coovvvveviiiiinnniiiinneennn. 26
2.11 Census-Tract-Level Model Calculations (tractLevetMi€Calcs) .................... 30
2.12 Census-Tract-Level Model Outputs (tractLevel SEPOtS) ..............cceeeeeee. 30
2.13  Commutershed ANAIYSIS ........iiiiiiee e s e e e e e e e 32

2131 HEAL MAPS .. ettt ettt e e ettt e e e e e e e e e aaaeeneeees 33
2.13.2 Directional Distribution EIlPSES...... ... eeeeeeeeeeeeeeeeeieeiiiiinne e 6.3
2.14 Macro-Modeling TOOI CaVeALS .......cceeiiieie e 36.

3 Conclusionsand Recommendations..........ccoererieiierienesie s 39
3.1 HOV-to-HOT Commutershed Macro-Modeling Tool Conas.................... 40
3.2  HOV-to-HOT Commutershed Micro-Modeling Tool Congluss .................. 42
3.3 A Managed Lane Socio-Spatial Modeling Framework................ccccceeeeeennn. 44
3.4 Additional RESEAICH ........uuiiiiiiiiiiii e 48

I N < = L0 TR 49



Executive Summary

The goal of this report was to develop a simplifdanning tool that could be used to
assess the changes in commute patterns likelstdtsdrom the implementation of
future HOT lanes in the Atlanta metropolitan ar@&e contents of this report, and the
spreadsheet models derived for this report, aneetedirectly from the doctoral
dissertations of Dr. Sara Khoeini and Dr. Adnani&hevho completed and defended
their dissertation work in 2014 and 2015, respetyiyKhoeini, 2014; Sheikh, 2015).
Modelers are encouraged to read both of thesertitisas to better understand the
extent of the data and complexity of the variousielimg methods applied to the corridor
usage data.

This report summarizes a case study analysis afdheersion of a high-occupancy
vehicle (HOV) carpool lane to a high-occupancy (BlOT) lane, implemented along

15.5 miles of Atlanta -85 on Oct, 1 2011. Thesaashers used 1.5 million license plate
observations, collected over two-year study pebefbre and after HOV-to-HOT
conversion, to identify the observed commutersbedatchment area of commuters, for
this facility. The revealed responses of commuiethe HOT conversion were evident
in the changes of their choice to move into theegaipurpose lane from the HOT lane,
move from the carpool lane into the general purpase, or continue to use the managed
lane or general purpose lane after conversion. licbese plate data also revealed
changes in use patterns across the spatial doratoreband after the lane conversion.

In the first part of this report, the researcheqgl@e the correlations between changes in
travel behavior and the socio-spatial charactessif the commuters. The team then
matched license plate data to aggregate Censusgtdapmic data to implement an
aggregate-level socio-spatial analysis of the irtgpatthe Atlanta 1-85 HOV to HOT
conversion across demographic groups and sociosedorattributes. This report
presents a spreadsheet-based implementation &hiteini (2014) modeling results that
can be used for planning purposes to assess futamaged lane implementation. The
model predicts the observed change in managedimever the four-hour morning and
evening peak periods. The model predicts a deerieasverall managed lane use over
the four-hour peak, in part because fewer indivisiwall pay to use the HOT lane on the
shoulders of the peak (there is already enoughcggpan the general purpose lanes).
The higher-level of use during the peak-of-the-pe&aken congestion is highest, coupled
with a decrease in lane use overall for the fourrhperiod, can be used in tolling and
revenue studies. The results of the Khoeini (2@l1ggertation will also enhance the
ability of modelers to integrate managed lanes tireel demand models, with respect to
travel demand response to user characteristiceeiihs (2014) dissertation also
introduces a comprehensive modeling framework doragconomic analysis of managed
lanes. The methods developed through her workrndarm future Traffic and Revenue
Studies and help to better predict the socio-shat@racteristics of the target market
once transferability of the models are confirmed.
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1 Background Literature Review

The literature review for this report is derivedrfr the doctoral dissertations of Dr. Sara
Khoeini and Dr. Adnan Sheikh, who completed thésdrtation work in 2014 and 2015,
respectively (Khoeini, 2014; Sheikh, 2015). Therhture review elements are broken
into background discussions on macro-modeling afador-level commuter response
and micro-modeling of individual-level commuterpease. The macro-modeling
methods primarily focus on identification of thenmmutershed, or catchment area, of
commuters that will respond to changes in managmeel bperation. Macro-level
analyses are used in tolling and revenue studiasdess the likely aggregate responses
of commuters choosing to use the managed lanenarglepurpose lanes as a function of
socio-economic variables. The micro-modeling &itare is more focused on the
derivation of individual commuter response to cheanigp price and congestion levels.
Such micro-level models can be useful in settirad-tiene toll prices designed to
maximize vehicle throughput, maximize revenues,imize emissions, or implement any
other or combined optimization function.

1.1 Macro-Modeling Literature

To date, most studies about HOT lanes socio-ecanonuact have focused on stated
preferences toward the use of HOT lanes (Ross, (418, Burris et al., 2007; Dill and
Weinstein, 2007; King et al., 2007; Douma, et2005; Munnich and Loveland, 2005;
Hultgren and Kawada, 1999; Sullivan, 1998; Superaakl Golob, 2002). For example,
the first comprehensive study conducted by Sulliamad associates (Sullivan, 1998)
primarily analyzed the impacts of the HOT lanegramelers’ choice, and assessed public
opinions on value pricing.

Although stated-preference surveys have serveldeagrimary basis for socioeconomic
analysis of pricing systems, these studies havalynaeen conducted before the project
implementation, and in some cases did not matdh tvé revealed-preferences (Hultgren
and Kawada, 1999; Munnich and Loveland, 2005). édwer, the sample sizes are very
small and, given the basic methods for collectiiagesi-preference data, may be biased if
respondents provide answers they believe researelkpect to hear. The other problem
with previous stated-preference studies is the tddolid statistical analysis in modeling
decision making in response to the pricing.

A few recent studies have touched upon the fathatsare associated with HOT lane
usage, using more advanced statistical methodsveter, almost all of the studies
conducted statistical modeling based upon theds{atteference/travel diary surveys from
a small sample of the population. For examplegt.al., (2007) examined the
determinants of HOT lane use with the first compredive survey data (sample size =
759) on the State Route 91 Express Lanes in Caigarsing multivariate logistic
regression.

As with socioeconomic impact assessment studies,Uae usage studies are usually
based on small samples. Model goodness of fitvis &nd study results are not
consistent across different studies. For examydde income was consistently
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significant in predicting managed lane usage acatisd the studies, the magnitude of
the predicted impacts differed considerably. Meszpage and gender were not
significant across all of the studies (Burris, let2012; Devarasetty, et al., 2012; Li,
2007). Other critical socioeconomic variables hsas ethnicity, have never been
identified as significant in previous studies. Mamportantly, because these studies did
not have data to study changes in users’ choicesiponse to pricing over a long enough
time period, they lack the power to respond tortfagn environmental justice question
which is looking at the disproportionately adverspact across demographic groups.

The main data source for the development and eaidor of the Atlanta travel demand
model used in the traffic and revenue study foaAtth was a household travel survey of
eight thousand households, conducted for the Adl&sgional Commission (ARC) from
April 2001 through April 2002 (Jacobs, 2009). Haee the HOT lane usage patterns
are likely to be significantly different from gelrcorridor usage patterns. Moreover,
the socioeconomic analysis was conducted at thetgdevel by simply assessing
county-level socio-economic characteristics and thends over time, without any link
back to previous projects. Such limited methodsakyprovide adequate arguments for
the potential market share of a managed lane.obUfee standard travel demand
modeling approach to forecast demand for the H@& lander operating conditions that
included pricing, and market sector response wrmj has not been inadequate. To
date, HOT lane demand still exceeds capacity utigemaximum toll price on the
Atlanta 1-85 HOT corridor. Unfortunately, not ergburesearch has been conducted to
link the previous projects performance analytieslults to the future projects traffic and
revenue studies, especially in terms of socioecananpacts and targeting market.

Over the past decade, the survey sample sizesdnagped considerably, and are more
often now in the range of 2,500 - 10,000 househokiwesenting less than 1% of
households in a metropolitan area. Furthermore;day travel surveys have been
reduced to one-day travel surveys. This is esfhg@eoblematic because household
travel patterns do not stabilize for more than a@sd(Schonfelder, et al., 2006), meaning
that researchers must rely on very large represeataoss-sectional samples to reduce
the potential bias introduced by short-duration glamg (Xu, 2010). The process of
conducting surveys is very labor intensive and sys\have become very expensive, and
more sensitive with respect to public privacy ($tepand Metcalf, 1996). For example,
Atlanta Household Travel survey conducted in 20dst two million dollars for

collection of about 10,278 households socioecon@néttrip data, which represents less
than 0.5% of the metro area population (ARC, 20 household travel survey by the
Durham-Chapel Hill-Carrboro Metropolitan Planningg@nization required $208 per
completed survey (AirSage, 2013).

Another trend in household travel surveys is insi@g@non-response rates. Furthermore,
many of the households that are non-respondemisl trzore than the average, or are
larger households (Kriger, et al., 2006), whichepially creates bias in the collected
data. The fact that recent technology advancds asismart phones or high speed
Internet may not be equally distributed among theutation (income groups, age
groups, etc.) could also introduce sample bias.



A recent major enhancement in travel data colledtias been the use of passive location
data by applying Global Positioning System (GP3a ttaggers either in vehicle or hand-
held devices. The latest advances technologieGB& enabled smart phones and RFID
tag reads (Doherty, 2009). Electronic toll coltestidentify the user by reading the
user’'s RFID toll tag. Active/interactive technoleg such as computer user interfaces
and cell-phone apps have initiated the collectibsogioeconomic attributes as well as
detailed trip characteristics.

A joint project by researchers at IBM and MIT (Loe®, et al., 2012) concluded that
fine-grained, extensive data from mobile phone pét® “is providing us with a more
comprehensive view of activity and mobility at timMan scale than travel diaries can
possibly do on their own. It also enables us &xddight on hitherto invisible intra-
personal variation in travel activity.” Compareddata gathered from household travel
surveys, cellular technology provided researchetts wformation about individual
mobility with a lower collection cost, larger sara@ize, higher update frequency, and
broader spatial and temporal coverage (Wang, ,e2@12). The cost of collecting cell
phone data is relatively low. A recent study bg thwn of Sierra Vista, Arizona,
measured travel across 80 districts, covering Ibgofare miles for 12 weekdays, and
collected cell-phone data on more than six miltligos for $10,000 (AirSage, 2013).

Lastly, by using high-resolution cameras with manranscription or automatic license
plate readers (ALPRS), researchers can identigne plate numbers and then compare
those numbers to state motor vehicle registrataialthses to identify the household
represented by the observation (Colberg, 2013; Seeret al., 2013). Accordingly, the
high rate of license plate observation on each, lamg¢e, and time period can provide
valuable information about users travel behavidid&ni, et al., 2012). Changes in
vehicle activity are readily discernable over exsh periods of time.

While recent information technology advances artinielogical innovations produce
accurate and large samples of trip informationy thek the valuable socioeconomic
piece of information. Marketing data have receb#gn introduced in airport trip
generation studies (Kressner and Garrow, 2012)pa¢eantial household-level
socioeconomic data source (Khoeini, 2014). Mankptiompanies collect
household/individual-level data using credit rep@md other self-report data and assign
associated attributes to individual household agk®. The marketing companies also
utilize imputation models for missing variableshmuseholds. The average cost of
purchasing marketing data is less than 10 centhqaesehold, which is significantly
lower than household travel survey costs, even thighcost of procuring supplemented
travel data (license plate data, cell phone data), e

Targeted sub-regional household stated-preferaneeys in a corridor can be used to
develop models to predict how users may respotidetanplementation of HOT lanes

(or other managed lane strategies). However,ds{ateference surveys are expensive,
data have been sparse, and resulting models thhava achieved mixed results at
predicting responses. Existing travel demand nsotelt are based upon sparse regional
surveys may also useful in predicting corridor esge, but the stated preference data
lack the underlying resolution that are really rexetb define the likely commutershed
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catchment area (based upon managed lane user tehestars) and potential household
response to managed lane implementation. On e baind, license plate data are
relatively easy and cheap to collect in very langenbers (millions). When license plate
data are combined with demographic data, it becqrossible to model the observed
corridor use responses as a function of these sommmic and pricing variables. These
responses would be physically observed in befoceadter studies. These statistically-
derived models should, in theory, be transferrédieew sites and new projects.

1.2 Micro-Modeling Literature

Studies that combine both stated-preference (sistagments of what a respondent
would hypothetically do under certain conditionsyl aevealed-preference data (field
observations of what a respondent actually did usgecific conditions) are typically
described as the most valuable for assessmennetioter response to changes in price
or operating conditions. The combination of methodn capture the benefits of both
types of data and make up for the shortcomingsch enethod. For revealed-preference
data, these shortcomings include the fact that trdymost preferred’ option is reported,
there may be correlation among the different vdemlthere may be a lack of variation in
the data, and important factors may be excludedikBh2015). In the case of a
managed lane, variables representing traffic canditmay be correlated with toll
amounts and time savings, for example. With reagareference data, the underlying
behavioral causes may not be discernable fromvadable data (we cannot ask the
respondent why they changed their behavior) arehaftsearchers want to extrapolate to
conditions for which data have not been observey, (leow will a traveler respond if
gasoline prices reach $10/gallon). Combined studilew researchers to reliably
observe change and apply stated preference dptadat future responses.

Bdrjesson (2008) estimated mixed logit models fepatture time choice using both
stated-preference and a form of revealed-preferdatae In this case, the revealed-
preference data was extracted from a model of BRTRAM network in Stockholm
network. While the travel times from the model &simulated, they were described by
Bdrjesson (2008) as “actual mean travel times.j@&$on (2008) describes the benefits
of combined revealed-preference and stated-prefemgrodels, as in this case the
revealed data are highly correlated. The authateteal departure time choice as a
function of travel time variability, but “high caglation of mean travel time and travel
time uncertainty in revealed-preference data [madejirate estimation of the trade-offs
unfeasible.” Bdrjesson (2008) later cites thiggthcorrelation between mean travel time
and travel time uncertainty in revealed-preferethat®” as a primary factor in the lack of
travel time uncertainty studies using revealedgrezice-only data. The paper does not
discuss whether perceptions of travel time unaetaffect the departure time decision,
or whether actual uncertainty is the contributiagtér. A related issue appears in the
research proposed here, as values of toll amatnat®l time, and volumes are very
likely to be correlated. However, the article miéitely concludes that stated-preference
data are “less trustworthy for trip timing analyaisd forecasting,” the goals of the paper.

Two of the most frequently cited revealed-prefeeesitidies are those by Lam and Small
(2001) and Small (2005). Even these studies, hewesed both revealed-preference
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data and stated-preference data. Lam and SmélLj2Ged surveys asking for vehicle
occupancy, job characteristics, and other inforamatiln this highly-cited study, the
average travel times for the models were estimasat) a “standard engineering
algorithm” and volume and vehicle density from labgiectors. The resulting travel time
savings for the California State Route 91 lanesuedamination were 5.9 minutes in
1998, a value that Lam and Small describe as smailhgnitude and which “makes
[their] results vulnerable to measurement errditiis value is within the same order of
magnitude as the median travel time savings of-BieExpress Lanes, relative to the
entire corridor. An important note in this studshich also relates to other loop-detector
based studies, is that there are “many assumptaopsred to convert loop detector data
into speeds estimates” (Lam and Small, 2001).

The methodologies presented throughout this refmrtot have to rely on estimated
travel times, as the data include actual travedsinm both HOT and General Purpose
lanes. The travel time data are direct observatioom the toll payment and vehicle
monitoring system retained in the State Road arldv&p Authority (SRTA) tolling
database.

The study by Lam and Small (2001) used binomiait legpdels for the route choice
models, and included various measures of varigbillthe Lam and Small paper includes
a discussion of the endogeneity in the models, hamehe option to switch to another
route. Lam and Small (2001) included time-of-dhgice in their next models, but these
supplemental data came from surveys, which canmogjbeated in the modeling work
presented in our report. Lam and Small (2001) atkiress the issue that their data only
cover a portion of the actual trip length in twoysaby ignoring the limitation (so that
the effects are embedded in alternative-specifistants) and by estimating missing
travel times. These two methods were also explbye8heikh (2015) for the I-85 HOT
corridor. Finally, Lam and Small (2001) examirengponder choice and find that
“transponder installation has its own determinaditstinct from those of the daily
decision of whether or not to use the transpond@sfor the route choice results, the
authors report that “work-hour flexibility [provideby surveys] and total trip distance
seem to influence the daily decision of which raotéake” (Lam and Small, 2001).

The Small (2005) paper estimated mixed logit motaksed on both revealed and stated-
preference data, with some important points fag thgsertation. Small (2005) notes that
revealed-preference studies “have been hamperedlloyearity among cost and travel-
time variables” and that “they have not account@cheterogeneity in cost or travel time
elasticities.” An interesting point is that thettaar does not name any of these revealed-
preference studies. Similarly, the revealed-pesfee data used in the study is self-
reported and comes from telephone surveys (SnGOB2

A number of other studies contained relevant figdifor the I-85 HOT lane analytical
work. Liu (2007) was a rare study that used reack@reference data, in the form of
loop-detector data, to estimate mixed logit modéloute choice. The main
determinants in this study were “travel time, reillidy, and cost.” The Liu (2007) study
was also unique in that it examined values of tréiee and reliability as they differed
with departure time; that is, it did not assumaenrthe be constant across the hours under
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study. Liu (2007) did not include demographicshiat work, which were explored by
Sheikh (2015) for the 1-85 HOT corridor. Hess (8Pfiscussed mixed logit models with
positive coefficients for travel time; these modeldicate that users gain more utility
from longer trips. Hess (2005) notes that thibtytigain” is typically seen as the result
of model misspecifications or the lack of explamapower in the data, and proposes
other interpretations (Hess, 2005). Goodall an@ts(@010) wrote a paper with some
worthwhile methodological variations, such as sapag “daily users” of the MNPASS
HOT lanes from less frequent users in their mottetschieve a much better fit. The
paper concluded that “pricing has a negligibleuafice” on lane use because almost 90%
of the facility users were daily users and driveesy “use the HOT lanes as insurance
against unanticipated congestion.” On the |-85rEgp Lanes, however, only 3.5%
(4231 out of 120582) of transponders used the griaeility more than 200 times in
2012, or an average of four times a week for 50kev@é the year (Sheikh, 2015).
Goodall and Smith (2010) also raise questions alwbether current conditions or
previous experience have a greater impact on lae@ecisions.

Because the I-85 corridor is the most heavily-mameid in the nation, the -85 HOT lane
use data are comprehensive. Vehicles equippedSRINA transponders are identified
by multiple transponder tag readers along the @orrjabout every 1/3 mile). The data
contain date/time stamps for each transpondermgagroviding information about entry
and egress points for each trip. The data camked by SRTA back to specific
accounts and repeat usage of the facility candmkéd, as well as the toll amount paid
per transaction. The data stream also provideslttemes through the corridor on the
HOT lane. Unlike other managed lane corridors adaine nation, the -85 corridor also
includes transponder tag readers in the generpbparlanes (at four or five points,
depending upon direction). This means that aceuratel times are simultaneously
available for the HOT lane and the adjacent germrglose lanes, yielding travel time
savings and reliability data. Furthermore, becdhsdransponder tag reads are available
in both the HOT lane and general purpose lanegjdhestream allows analysts to
identify use, and non-use of the facility by indival vehicles as a function of congestion
levels and price. The dissertation by Sheikh (2@kplores facility use characteristics as
a function of price, congestion, and demographram&ters at the micro-modeling level,
using techniques similar to those employed by Khid@014) at the macro-modeling
level.

1.3 Literature Review Summary

Targeted sub-regional household stated-preferameeys in a corridor can be used to
develop models to predict how users are likely oegpto the implementation of HOT
lanes (or other managed lane strategies). Howstaded-preference surveys are
expensive, data have been sparse, and resultinglsnibdis far have achieved mixed
results in reliably predicting observed responda dallected after implementation.
Existing travel demand models that are based uparss regional surveys are also
useful in predicting corridor response, but theadeted to develop the regional model
lack the underlying resolution needed to definelitedy commutershed catchment area
(based upon managed lane user characteristicdhamgotential response to managed
lane implementation. On the other hand, licenatepdata are relatively easy and cheap
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to collect in very large numbers (millions). Presng that license plate data can be
effectively combined with demographic data, it tsgible to model the observed corridor
use responses as a function of these socioecormipricing variables (Khoeini, 2014).
The models are based upon physically observedogdiescted in before-and-after studies.
These statistically-derived models should, in thebe transferrable to new sites and new
projects. Similarly, when use and non-use dataaadable from a managed lane
system, refined models can be developed from ob8enal data to assess how
commuters respond to changes in price and congdstrel at the micro-modeling, day-
to-day operational response level (Sheikh, 20Macro-level models for commutershed
assessment and micro-level models for individuakooner response to congestion and
pricing can be used in tolling and revenue studiesjgned to assess aggregate-level
response to implementation of managed lanes, amdtthassess potential pricing
structures, designed to set tolls for efficientrapien of these lanes. These types of
models provide two significant benefits: 1) thedels are based upon very large
samples of observed license plates, rather thalt samaples surveys, 2) the models are
based upon revealed preference data (actual oliserveather than stated preference
(opinion) data. If the models prove accurate, destrated through applications in future
corridors, license plate observational and modeelbigment methods should be
implemented on a widespread basis. These modeiklwkely be further improved by
linking the observational data with stated prefeeesurvey data collected through
household surveys of corridor users.

2 HOV-to-HOT Commutershed Macro-Modeling Tool

The goal of the macro-modeling tool for HOV-to-H©Odnversion analysis is to predict
consumer use of the general purpose lanes and BI®E kfter conversion, as a function
of observed general purpose and HOV lane use beforeersion, and as a function of
the socioeconomic attributes at the Census-trael-eong the corridor. In essence, the
tool is designed to assess aggregate responseathbe employed in tolling and revenue
studies. The tool is developed through the analykbefore-and-after license plate
observational data collected over a two-year pesiothe 1-85 HOT corridor (Guensler,
et al., 2013).

Household-level survey data are expensive to dokex often infeasible for many
transportation projects. Therefore the macro-ningdbol is designed to employ
census-tract-level American Community Survey datach are free and publicly-
available. Census and other public data sourceb, & the American Community
Survey, do not provide demographic details at thesbhold-level. Nevertheless, as
demonstrated in Khoeini (2014) these data areustdful in assessing potential aggregate
consumer response at higher-level resolutiondt.éne corridor level). However, when
reliable spatial information about individual color users becomes available, more
refined data (at the household level) have themiatieto significantly improve analytical
work in travel behavior and socioeconomic studidsogini, 2014, Sheikh, 2015).
Hence, higher spatial resolution data should bd udenever the data are available and
are demonstrated to be accurate. Although the mgd®ol presented in this report is
based upon aggregate Census data, Khoeini's (20dik)demonstrates that purchased
demographic data can also be used in these modgm@aches, using the same
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modeling tool, but applying different modeling ci@ents derived through analysis of
the higher-resolution data.

For the research and model development in thisrtelp®ense plates were observed and
linked to neighborhood Census data at the Cenagsiavel (see Sheikh, 2015). License
plates and household addresses are assigned uhptiéication numbers within the
spreadsheet. To address potential privacy concachsal license plate numbers,
addresses, and data collector names are not retiaitiee working spreadsheet and are
not presented in this report. In the modeling,ttdw salmon colored columns in the
spreadsheet contain the final text values thattgutesfor the original license plates
collected in the field, the addresses, and the sahdata entry staff members (copied
from adjacent columns, e.g. platelDText is copredn platelD). These columns were
copied from the calculated values so that the fumédue values could remain in the
spreadsheet after plate and addresses are rem8wedarly, high-resolution latitude and
longitude values for households are perturbed ranchanges to the third decimal
place) and then retained only to the third deciptate in the final spreadsheet so that
retained position data cannot be used to identifyskhold locations. Researchers that
desire to implement the model via the spreadskakneed to re-activate these columns
in the modeling tool worksheets so that new fiedtlected license plate and address data
can be used.

The report subsections that follow describe theeEkased modeling tool derived from
Khoeini’s (2014) dissertation. Individual stepsidacted in the model development
include:

 2.1- Collect license plate data (field observatiata)

» 2.2 - |dentify and recode plates (manage dupliobtervations/anonymize)

» 2.3 - Manage data collector IDs (anonymize andndta quality assurance)

* 2.4 - Obtain and geocode registration data foregl&d link with Census data

» 2.5 - Identify and recode addresses (manage dtgpldesservations/anonymize)

e 2.6 - Summarize lane use by unique household IDhvéged vs. general purpose)
e 2.7 - Obtain and store Atlanta Census tract datage in data joins

* 2.8 - Join lane use data with Census tract ID atd dsing geocoded address

* 2.9 - Derive model from observational data and dgagahics

e 2.10 - Apply model to observational data to predansus tract results

The remainder of this chapter describes each psadasve and the associated worksheet
in the spreadsheet model. Additional chapter @estprovide visualizations of the
derived model results, including commutershed olageEm density plots, heat maps of
observed changes in catchment response, and chamdjsibutional ellipses that define
the commutershed.

2.1 License Plate Data Worksheet (plateObservationData)

The most accurate and cost-effective method faininig transportation facility use data
is the collection and processing of license platadKhoeini, 2014). Although travel
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surveys can be employed to collect facility usagg dmail-out-mail-back surveys are
relatively expensive (given the postage cost i lolitections) and survey response rates
are generally in the 5-10% range. Survey selfesigle bias, non-response bias, and
individual question response bias are problematsuich surveys. Surveys rely on
stated-preference data, whereas license platewatgers provide revealed-preference
data with multiple observations in time and spaceyiding accurate lane use data.
Accuracy and statistical robustness are signiflgarthanced when license plate
observation data are employed, versus using suta&yor regional travel demand model
outputs (Khoeini, 2014).

A license plate data collection methodology wasettgyed by the Georgia Tech research
team for a before-and-after monitoring study fa Atlanta -85 HOV-to-HOT

conversion (Guensler, et al., 2013). In this stulklg research team visited five data
collection sites each quarter for two years to sssbanges in fleet composition over

time (one year before the lane opened, and oneajtrthe lane opened). Each site was
located at an overpass with a good line of siglihéocorridor. Field teams deployed
cameras to record HD videos of the traffic streath) the cameras focused on the rear

of the vehicles (see Figure 1) so that licensesplatin be read from two lanes per camera
view (high definition video is required to captive lanes in one view).

Figurel: License Plate Camera View and Data Entry Interface

In the HOV-to-HOT assessment project, the resei@aim collected video data in both
the AM and PM peak periods (Guensler, et al., 20E3)ch peak session collected data
for two hours: 7am-9am for the AM-peak and 4:30p80pm for the PM-peak. Because
traffic around the metro area generally entersrAdlan the morning and exits Atlanta in
the afternoon, AM-peak sessions observed traffiedand to the city, while PM-peak
sessions observed traffic out-bound from the city.

After returning to the lab, the high-resolution ewas processed to record vehicle
license plates. The high-definition video filedleated during the field deployments
were run through a freeware program called Free&'td JPG Converter available from
DVDVideoSoft (http://www.dvdvideosoft.com). Thisqgram reduces the video files
into a series of screen shots every 30th framayalgunt to approximately two frames
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per second. The images were then fed into a illecessing program with a user
interface that allows a data processor to entelicease plate number for each vehicle
seen in the images (right panel in Figure 1 aboB&cause the video-processing
program uses frame grabs, rather than the rollidgoy data entry staff can tab through
the images rather than having to pause and resstadieo file. The image processing
interface results in faster processing times.

As an undergraduate research assistant typesategsitry for each screen grab into the
software interface, the software links each plataiper to its corresponding video frame
number, date/time stamp, lane number, locationdata collector ID (Guensler, et al.,
2013). When a license plate is unreadable, thegssor records the vehicle as “missed
to allow for a reliable vehicle count. Severaltfas can result in a missed record when
the video is processed. Low light levels, blurvetko, tailgating, towing, and lane
changes were the most common reasons for misseté@lates. Using this
methodology, license plate identification rangesrfrabout 50%, under poor lighting
conditions, to 95% under ideal conditions. Durdtaga collection periods with
reasonable lighting, typical capture rates weréherorder of 70% to 80%. Details on
license plate data processing can be found in Kia#®’Ambrosio’s Master’s Thesis
(2011) and a recent work zone research report prdgar the Georgia Department of
Transportation (Suh, et al., 2013).

Practical implementation of license plate dataemibn can employ the method used by
the research team, or any reasonable alternatitfeochesuch as automated license plate
recognition (ALPR) software (Colberg, 2013). Frample, the ELSAG Mobile Plate
Hunter-900 (MPH-900) is a fixed ALPR system that b mounted permanently to
structures, such as bridges or overpasses, orecarobnted in a mobile configuration,
typically on police vehicles (see Figure 2). Adliag to the manufacturer, the MPH-900
ALPR system can read up to 1,800 plates-per-miau®®% accuracy, and used by
hundreds of law enforcement agencies across Blidiates per ELSAG North America
(2013).

13



|
Figure2: ELSAG ALPR Cameras Mounted to Tripods

As discussed above, the final output file fromtise plate data collection and processing
steps includes the manually-entered (or electrdigicallected) license plate characters,
lane, date, time, location, data processor ideatiion number, and a variety of related
data (Table 1). The collectedPlateData workshe#tea HOV-to-HOT Macro-Modeling
spreadsheet contains the license plate data filected in the before-and-after study
(Guensler, et al., 2013) for the third quarter @12, at one site, in which more than
36,000 unique license plates were processed. Bach the worksheet represents a
license plate record with the associated attribufegual plate numbers are replaced by
uniquelDs in the demonstration spreadsheet, sdahbaibserved plate numbers can be
omitted to address any potential privacy conceMsdel development by Khoeini

(2014) actually proceeded with millions of licendates (multiple dates and sites), which
were too numerous to include in the spreadsheet.

The keyID variable value is generated in the spbaet during data processing. The
first digit represents the data collection seagoguarters), the second indicates location
(5 sites), the third represents day of week (Mondaygsday, Wednesday, and
Thursday), the fourth represents morning or evesggsgion (am, pm), the fifth indicates
lane choice (0 corresponds to HOV/HOT, and 1-5e®@nt the general purpose lanes,
left to right in the travel direction), and the ramder are random digits for privacy
considerations.

The second step in the macro-modeling processnsatoh license plate data to
household addresses for later use in joining olagienv data to demographic
characteristics that will ultimately be used in thedeling processes.
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Tablel: LicensePlate Data Worksheet Variables (plateObservationData)

Variable Name

Description

Notes

Unique record identified

Generated in the spreadsheet

[y

keylD assigned in video processing as described above
Video start and date time are
date Data collection date entered by the user into data ent
software

. Elapsed time since frame one |of Captured automatically by data

timeStamp ;
video at standard frame rate entry software
Elapsed frames Captured automatically by data
frameNumber

from start of video

entry software as elapsed frame

[

plateNumber

Plate number entered by
research assistant

spreadsheet

Removed from the demonstratior

-—

Plate number with white spac

e Removed from the demonstratior

—

plateNumberNoSpace * * o\ ed for consistency spreadsheet
Comes from a VLOOKUP Replaces the plate number in
olatelD equation using plateNumber ih spreadsheet join functions so thg

the uniquePlateCoding table

from retained files

the plate number can be deleteq

it
)

Used in all remaining join and

count functions because calculate

N

o

20,

4]

>

—

4]

it

ad

plateIDText Text copy of calculated pIateIDVallues (plateID) are no longer val
once license plates are deleted
vehicleClass Vehicle clags_ (if used for fleet Not included in the demonstratior
composition research) spreadsheet
state Plate state entered by analystOnly Georg|a plates are employe
in analyses
Two lanes are processed per vide
lane Lane number entered by analystdata entry software captures lan
number
User indicates the type of problern
comments Comments entered by analyst associated with single plate
identification
. Removed from the demonstratior
userName Research assistant user name
spreadsheet
Comes from a VLOOKUP Replaces actual userName in th
useriD equation using userName | spreadsheet join functions so tha
variable in the userName can be deleted from
uniqueUserCoding table retained files
Used in all remaining join and
userlDText Text copy of calculated count functions because calculatg
addressLookup values (userlID) are no longer
useable once names are delete
dateTime Date an_d time stamp derived Format:
from video frame number 6/10/2011 11:23:00 AM
quarterCode Quarter during which data wefe 1 =Jan-Mar, 2 = Apr-Jun

collected

3 = Jul-Sep, 4 = Oct-Dec
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Variable Name Description Notes
Coded for each site (spreadshee
site Site location number contains data from the third quart
of 2011)
amPmCode Morning vs evening peak Calculated by sp_readsheet for
analysis
timeCode Binary time code Calculated by spreadsheet for use i
(AM=0, PM=1) statistical analysis
dayCode Day of week code Calculated t_)y _spreadshe_et for use
statistical analysis

2.2 Plate Coding Worksheet (uniquePlateCoding)

The uniquePlateCoding worksheet is employed to ymare the license plate data
contained in the plateObservationData workshegeryeunique plate number in the
observation data set is transferred to this workske that a unique platelD can be
assigned. For example, plate AAA1234 (if firstle unique plate list) would be
assigned the unique plate ID “plate_1000001.” Téay, every time the plate is
observed, the unique platelD value can be substitidr the plate number and retained
for public use. Table 2 contains the variable dpsons for the uniquePlateCoding

worksheet.

Table2: License Plate Data Worksheet Variables (uniquePlateCoding)

Variable Name

Description

Notes

uniquePlateNumbet

Unique values for all plate numbefs

observed during data collection

(eliminates multiple occurrences
that appear in

collectedPlateDataNoSpace)

Removed from the
demonstration spreadsheet

Sequential number from 100000
to number of unique plates
observed

platelD

Concatenated value of “plate_" ar
sequential number
(e.g., plate_1000001)

nd

Replaces plate number in
spreadsheet join functions sqg
that the plate number can be

deleted from retained files

platelDText

Text copy of calculated platelD

Used in all remaining join and
count functions because
calculated values of
uniquePlatelD are not useabls
once license plate numbers al

—

er

n

1%

e

deleted
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2.3 User Coding Worksheet (uniqueUser Coding)

The uniqueUserCoding worksheet is employed to amizg/the names of the data entry
personnel (students are the “users”) in the plase@ationData worksheet. Every
unique user name in the observation data setnsfeared to this worksheet so that a
userlD can be assigned. For example, Aaron Alfdirgt in the unique user list) would
be assigned the unique user ID “user_1001."” Tlag, wvery time the user appears in the
worksheet, the unique userID can be substitutethioidentifiable name and retained for
public use. Table 3contains the variable descmgtifor the uniquePlateCoding
worksheet.

Table3: License Plate Data Worksheet Variables (uniqueUser Coding)

Variable Name Description Notes
. . Removed from the demonstratign
uniqgueUserName Research assistant user name
spreadsheet

Sequential number from 1001 tp

D number of unique plates observed

Replaces actual userName in the
spreadsheet join functions so thjat
user names can be deleted from
retained files

Used in all remaining join and

count functions because
userlDText Text copy of calculated userlD calculated values for userID are
no longer useable once names are
deleted

Concatenated value of “user_”
userlD and ID number
(e.g., user_1001)

2.4 Registration Data Linkage Worksheet
(registrationAddressesGeocoded)

The next step is matching observed license plaittsaddresses in the Department of
Motor Vehicles Database so that the team can iiyethi applicable census tract and
census block group for the observed vehicles ferinstatistical analysis. To address
privacy concerns, matching to the registration loase is performed on a remote
machine, by a third party. The research team sapiigte ID and a unique key ID for
each record. The remote process returns the keyw¢Daddress. These records are also
mixed in amongst tens of thousands of extra rectr@ssure that the file recipient must
have the proper keys to conduct any matching tervies plates. In addition, this
process ensures that none of the spreadsheetg¢haansferred contain both license
plate numbers and the addresses at the same time.

Because the license plate numbers collected are0@86 accurate, due to environmental
conditions and human error, only license platesd¢ha be matched to addresses in the
Georgia registration database are considered frdfuanalysis. Given the very large
numbers of plate data processed for such analises ¢f thousands to hundreds of
thousands of records), small random errors assatiwsith errant plate recording or
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geocoding simply do not affect outcomes. Becahsestudy only covers vehicles
registered in Georgia, out of state vehicles acduebed from data processing
(approximately 5% of the observed data are frorrofustate vehicles).

Once a set of household addresses are obtainedHmregistration database, the
addresses are geocoded using an ArcGIS softwaoedeg routine to provide a latitude
and longitude for each address. The latitude angdifude variables are carried to tHe 6
decimal place from the ArcGIS program for trackmgposes only. The accuracy of
derived address location is not this accuratedsoimal places corresponds to sub-meter
accuracy). Based upon previous experience, addegascorrespond to about 10 meter
accuracy given the accuracy of ArcGIS address ipositata.

The registrationAddressesGeocoded worksheet atses#he lane number in which the
plate was observed, for use in trip summary catmra and later modeling work. The
lane number is encoded as tffecharacter in the keylD during plate data entripisT
value is pulled back out of the keylID using the &xdid function and placed in the lane
column. This value will be used again later in ldr@eUseByHousehold worksheet to
summarize the number of observations of vehicles fthis household by lane number.

The registrationAddressesGeocoded worksheet iditestithe results of the geocoding
process. Each row represents a household in ¢fistnaion database address and
associated latitude and longitude. Because dateddlected over multiple days, license
plates are often observed more than once in treesddt In addition, it is possible that
multiple vehicles from the same household will bserved amongst the tens of
thousands of plates. Hence, multiple observatiotise plateObservationData often
correspond to a unique address in the registratidndssesGeocoded worksheet. Table 4
contains the description of the variables in thisksheet.

Table4: Registration Data Linkage Worksheet Variables
(registrationAddressesGeocoded)

Variable Name Description Notes
Assigned automatically by
Unique record identified data entry software. Carried
keyID . L . . : .
assigned in video processing into the offsite matching
process
address1 Street address Returned from the address
match process
address? Suite number Returned from the address
match process
. . Returned from the address
city City
match process
Returned from the address
state State
match process
Returned from the address
zip 9-digit zip code match process (no-hypher
used)
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Variable Name

Description

Notes

Accuracy to only four or fewer

Output of the ArcGIS

latitude decimal places is warranted process (eight decimal
places)
. Accuracy to only four or fewer Output of t_he AchIS
longitude process (eight decimal

decimal places is warranted

places)

latitudeRandTrimmed

Latitude value randomly
perturbed and trimmed to 3
decimal places

Perturbs location by plus o
minus 300 meters

longitudeRandTrimmed

Longitude value randomly
perturbed and trimmed to 3
decimal places

Perturbs location by plus o
minus 300 meters

latitudeRandTrimmedText

Text copy of calculated
latitudeRandTrimmed

Carried for instructional

purposes because latitude

data are removed from
working spreadsheet

longitudeRandTrimmedTex

—

Text copy of calculated
longitudeRandTrimmed

Carried for instructional

purposes because longitug

data are removed from
working spreadsheet

Managed Lane =0

Lane number is encoded ir
the keyID as the'digit by

lane General Purpose Lanes=1-H .
(pulled from keyID) the software during data
. entry
addressLookup Concatenated address (formula)Used 'P adqlress lookup
unctions
householdID comes from a | Replaces physical address|i
VLOOKUP equation using | spreadsheet join functions §
householdID

addressLookup in the
uniqueAdressCoding table

that the address can be
deleted from retained files

50

householdIDText

Text copy of calculated
addressLookup

Used in all remaining join
and count functions becaus
calculated values
(householdID) are no longe
useable once address dat

e

D =

are deleted

2.5 Address Coding Worksheet (uniqueAddressCoding)

The uniqueAddressCoding worksheet is employed cmmize the physical addresses
that are derived from the registration data workslfeegistrationAddressesGeocoded).
Every unique address in the registrationAddresses@ed worksheet is transferred to
this worksheet so that a unique household ID camsbigned to each address. For
example, 1201 Ash Place (if first in the uniqueragd list) would be assigned the unique
household ID “hh_100001.” This way, every time tiser appears in a worksheet, the
unique householdID can be substituted for the iflabte address and retained for public
use. Table 5 contains the variable descriptiongii® uniquePlateCoding worksheet.
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Table5: Household Data Worksheet Variables (uniqueAddressCoding)

Variable Name Description Notes
. Unique values for all addresses Removed from the demonstratign
uniqueAddress . . .
received from registration data spreadsheet
Sequential number from 100001
ID to number of unique plates
observed

Replaces actual address in
Concatenated value of “hh_" and spreadsheet join functions so that
ID number (e.g., hh_100001) addresses can be deleted from
retained files
Used in all remaining join and
count functions because
calculated values for householdID
are no longer useable once names
are deleted

householdID

Text copy of calculated

householdIDText householdID

2.6 Household-Leve Lane Use Analysis Worksheet
(laneUseByHousehold)

The laneUseByHousehold wor ksheet summarizesthe number of observations for
each household in the HOV lane and in the general purpose lanes.

Table 6 summarizes the variables carried in thikslteet. All of the initial variables
were derived previously and are the same as engpioyine previous worksheets. These
variables are carried into this worksheet so they tan be referenced in analytical work.
Physical address data are removed from the filed.fiThe counts in the HOV and
general purpose lanes are developed using the CTR8\flinction, to count occurrences
in the registrationAddressesGeocoded worksheetfwtontains final address and lane
use information for each observation). The totahber of observations in the
registrationAddressesGeocoded worksheet is thet adwatl rows for which address,

city, and zip code match. The total number of HGbéervations in the
registrationAddressesGeocoded worksheet is thet adatl rows where address, city,
and zip code match, and the lane value is zer@ tdtial number of general purpose lane
observations is total observations minus HOV oletérus.

Table6: LaneUse by Household Worksheet Variables (laneUseByHousehold)

Variable Name Description Notes
D Sequential ID assigned to each
record

Returned from the address
match process
Returned from the address
match process

addressi Street address

address?2 Suite number

Concatenated address from

Address address1 and address?2
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Variable Name

Description

Notes

householdID

householdID comes from a
VLOOKUP equation using
addressLookup in the
uniqueAdressCoding table
(calculates as “#N/A” in the
spreadsheet because address
were deleted for privacy)

Replaces physical address in

spreadsheet join functions (address

is deleted from retained files)
es

householdIDText

Text copy of calculated

Used in all remaining join and

count functions because calculated

values (householdID) are no long

addressLookup useable once address data are
deleted
: . Returned from the address
city City
match process
Returned from the address
state State
match process
7i 9-diait zip code Returned from the address
P gitzlp match process (no-hyphen used
. Accuracy to only four or fewer| Output of the ArcGIS process (eig
latitude . ; .
decimal places is warranted decimal places)
: Accuracy to only four or fewer | Output of the ArcGIS process (eig
longitude . . .
decimal places is warranted decimal places)
latitudeRand Latitude value randomly Perturbs location by plus or minu
Trimmed perturbed and trimmed to 3 yp
. 300 meters
decimal places
longitudeRand Longitude value randomly : :
. . Perturbs location by plus or minu
Trimmed perturbed and trimmed to 3
. 300 meters
decimal places
latitudeRand Text copy of calculated Carried for instructional purposes

TrimmedText

latitudeRandTrimmed

because latitude data are removs
from working spreadsheet

longitudeRand
TrimmedText

longitudeRandTrimmed

Carried for instructional purposes

because longitude data are remo
from working spreadsheet

Number of household vehicle

Total observations minus HOV

D

pd

ed

ap observations in the general .
observations
purpose lanes (lanes 1-5)
Number of household vehicle . Cpunt of rows in
) : registrationAddressesGeocoded
hov observations in the HOV lane ; . .
with address, city, and zip code
(lane 0) _
match, and lane =0
Total household vehicle re istri&%ﬂdﬁrgg;geocodec
total observations in the HOV and GP 9

Lanes

with address, city, and zip code

match
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2.7 Census Tract Data Worksheet (atlantaTractData ACS2009t013)

The “atlantaTractData_ACS2009t013” worksheet caorstaiocioeconomic data for all of
the Census tracts in the Atlanta metropolitan afid@e data source is the American
Community Survey five-year summary file (2009 td2Q) These data were the most
accurate and up-to-date publicly-available sociaeatic data at the time the analyses
were prepared.

The US Census Bureau provides publicly-availableskbold socioeconomic data
aggregated by geographic boundaries (block grdtgss, counties, etc.). Until 2000,
household socioeconomic data were collected throlegkennial census long-form
surveys, from about one in every six householdsgtform data were not collected in
2010. Starting in 2005, the American Communityv@yr(ACS) has been annually
collecting household socioeconomic data from a kmeabgraphically-representative
subset of American households. ACS is a partetdls. Census Bureau's Decennial
Census Program and is designed to provide morerdulemographic, social, economic,
and housing estimates during the decade betweesu€elata collection and to
compensate for the discontinuation in long-formadadllection.

Each year, the ACS randomly samples around 3.35omiiddresses (1% of total US
addresses) and produces statistics that coverrl3«yaar, and 5-year periods for
geographic areas in the United States and Puectm Rihe 5-year estimates are available
for distinct geographies including the nation,AllIstates, DC, Puerto Rico, counties,
places, Census tracts, and Census block groups ATIS Summary File data cover
demographic, social, economic, and housing vars&abldhe ACS 5-year estimates
contain additional summary levels, such as cenmsgtstand block groups that are not
published in the ACS 1-year and 3-year estimates.

In the atlantaTractData ACS2009to13 worksheetyé#nmus socioeconomic variables
are represented as either absolute or percent&ggsvar each Census tract in the
Atlanta Metro area. Detailed descriptions of theiables can be found in ACS manuals
and in the associated macro-level assessmenttdisserby Khoeini (Khoeini, 2014). It
should be noted that even though 36,000 househoddgresent in the spreadsheet, and
1.5 million plate observations in total, there @ensus tracts for which zero vehicles
were observed. Most of the observations come tremcommunities and census tracts
along the monitored corridor (i.e. the catchmertaor commutershed). The modeling
process is designed to use only the data fronraoéstthat produce trips on the
monitored corridor.

The worksheet contains more than 75 demographiablas associated with each Census
Tract. Most of the demographic variables are prieskin percentages, related to head-
of-household or the entire household. For exangdader, age, and race of head of
household are included as columns. Householdtstei¢e.g. married with children,
single with children, etc.) work status, and ediocalevels are also represented.
Household income and income groups are expresskikimcrements and larger upper
bins. Commute travel time bins are also providktbre detailed descriptions of the data
can be found in Khoeini (2014).
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2.8 Census Data Linkage Worksheet (spatial JoinCensusTract)

The 39,000+ observed trips are represented byithdavrecords (keylD) in the
spatialJoinCensusTract worksheet. The workshe#tiots the address information for
each observation as well as the identificatiorheflane in which the plate was observed
(lane column). Address observations from the nevigeocoding process (household
locations by latitude/longitude pair) were mappsdaoint layer in ArcGIS and overlaid
on census tract polygons. In this analytical stie@,individual households were linked
with their Census tract IDs using a spatial joindiion in ArcGIS. This ultimately

allows the publicly-available Census data for theict to be linked to the unique
household ID for model development and applicatibiousehold-level data, rather than
census tract data, can be linked to households similar process, when household data
are available from surveys or commercial sourceb sg implemented by Khoeini
(2014) and Sheikh (2015).

For the purpose of census tract-level modelingh éacisehold (point in the GIS layer) is
joined to the Census Tract ID to which it belong® create the spatial join, the 2010
Census Tract polygon shapefile (publicly availeddléne TIGER website) is used. The
“Spatial Join” tool in ArcGIS is used to createpatally-joined table between the
household point layer and Census Tracts polygoerlayhe spatialJoinCensusTract
worksheet contains the data from the spatial joitpat table. For each household, the
GEOID10 column represents the Census tract IDe@fdimed tract. Table 7 provides the
description of the variables in this worksheet.

The next step in the process is to link the appleaensus data for each tract in the
Census tract worksheet described earlier (atlantaData ACS2009to13) to each record
for use in the model development work (discussatemext report section).

Table7: CensusID Spatial Join Worksheet (spatialJoinCensusTract)

Variable Name Description Notes
FID, objectID, join_| Numeric tracking values for the :
i Not used in any analyses
count, target_FID join process
kevID Unique record identified assigned Assigned automatically by data

y in video processing entry software
address1 Street address Returned from the address

match process
address? Suite number Returned from the address

match process

Concatenated address from
Address

address1 and address?2
householdID comes from a
VLOOKUP equation using
addressLookup in the
householdID uniqueAdressCoding table
(calculates as “0” in the
spreadsheet because addresses
were deleted for privacy)

Replaces physical address in
spreadsheet join functions so that
the address can be deleted from
retained files
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Variable Name

Description

Notes

householdIDText

Text copy of calculated

Used in all remaining join and
count functions because
calculated values (householdID

~—

addressLookup
are no longer useable once
address data are deleted
: . Returned from the address
city City
match process
Returned from the address
state State
match process
i 9-digit zip code Returned from the address
P gitzip match process (no-hyphen used)
. Accuracy to only four or fewer Output of the ArcGIS process
latitude . . : )
decimal places is warranted (eight decimal places)
: Accuracy to only four or fewer Output of the ArcGIS process
longitude . . : :
decimal places is warranted (eight decimal places)
latitudeRand Latitude value randomly perturbed Perturbs location by plus or
Trimmed and trimmed to 3 decimal places minus 300 meters
longitudeRand Longitude value randomly Perturbs location by blus or
Trimmed perturbed and trimmed to 3 . yP
. minus 300 meters
decimal places
latitudeRand Text copy of calculated Carried for instructional purposez d

because latitude data are remo
from working spreadsheet
Carried for instructional purposes
because longitude data are
removed from working
spreadsheet
Lane number is encoded in thg

TrimmedText latitudeRandTrimmed

Text copy of calculated
longitudeRandTrimmed

longitudeRand
TrimmedText

D

Managed Lane =0

lane General Purpose Lanes =1-5  keylD as the 8 digit by the
(pulled from keyID) software during data entry
STATEFP10 Census code for state Linked in the aljaiin
COUNTYFP10 Census code for county Linked in theiappin
TRACTCE10 Census code for tract Linked in the spgbin
Linked in the spatial join and
GEOID10 Census geographic ID later used to link census tract data

to each record

2.9 Census-Tract-Level Lane Use Analysis Worksheet (laneUseByTract)

The laneUseByTract worksheet contains the summnigoyesconversion observational
data for each of the 1514 Census tracts (1514 roWs¢ first few columns of the
laneUseByTract worksheet contain the pre-conversimervational data aggregated by
census tract for use in final model applicatiome Talculation aggregates total peak
period trips observed for each Census tract. Nueever, that the working spreadsheet
provided with this report only contains data thatrevcollected by the research team at
one data collection location during Am and PM s&ssi The system is designed to use
as much data as are collected in the field. Asudised earlier, the full data set was used
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by Khoeini (2014) to develop the final model paréen& The 39,000+ observed trips in
the spreadsheet are tracked by lane in the spati@lédnsusTract worksheet were
aggregated by Census tract ID in the laneUseByTvadtsheet by using the Excel
COUNTIFS function. The total number of observasiamthe spatialJoinCensusTract
worksheet is the count of all rows where the cemses ID matches the Census ID of the
row in laneUseByTract. The total number of HOV efgtions in the
spatialJoinCensusTract worksheet is the countl bads where the Census IDs match
the Census ID of the row in laneUseByTract, anddhe value is zero. The total
number of general purpose lane observations isghgalJoinCensusTract worksheet is
the count of all rows where Census IDs match thesGe ID of the row in
laneUseByTract, and the lane value is greater zean. After aggregation, each Census
tract GEOID row in the laneUseByTract worksheettaoms the total number of times
that vehicles from households in that Census wacé observed using the HOV lane
(column hov)and general purpose lanes (column gp)  the managed lane
conversion. Lane use data aggregation could asmbducted in Access or any
statistical software such as SPSS or SAS if desivé the results returned to the
spreadsheet for further analysis.

The laneUseByTract worksheet also contains theaegpptsults from the final Census-
tract-based modeling work that will be discussethereport sections that follow. The
model parameter XB, identified in the subsequenksalieets, is applied to the Census
tract observational data to predict the expectedbar of observations in HOT lanes and
general purpose lanes after the carpool lane igerted to a HOT lane (in columns
hot_modeled and gp_modeled, respectively). Théodetiogies for developing the
predictions are discussed in the report sectioaisftiiow and in more detail by Khoeini
(2014).

Table8: Corridor Useand Model-Predicted HOT Usage
by Census Tract (laneUseByTract)

Variable Name Description Notes
tractID Census Tract ID
General purpose lane Total number of general purpose
ap observations during the baseline lane observations for the Census
period tract in spatialJoinCensusTract

: Total number of carpool lane
Carpool lane observations

hov duri ) . observations for the Census tract in
uring the baseline period . .
spatialJoinCensusTract
Assumes that the sum of traffic is
Sum of general purpose and
Total . conserved before and after
carpool lane observations .
conversion
modeled Nurgtr)](;rr;)lf tgrpsops)ree:ﬁﬁfsd;gé?e Total baseline volume minus the
9p_ 9 purpose predicted HOT volume below
conversion
. , . Total baseline volume multiplied by
hot_modeled Number of trips predicted in the the predicted probability of using

HOT lane after conversion the HOT lane
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Variable Name

Description

Notes

XB

Predicted value for the
exponential function of the
regression coefficients

Multiplied by the total baseline
volume to predict HOT lane volum

hotLaneProbability

Probability of using the HOT
lane

Based upon the XB value for eac
census tract

=y

avglncome

Average income in the tract

Found in
atlantaTractDataACS2009to13 arj
used with dummy variables

d

avgHouseholdSize

Average household size in thg
tract

X Found in
" atlantaTractDataACS2009t013 ar
used with dummy variables

d

avgCommute
TravelTime

Average commute time for the
tract

| Found in
[ atlantaTractDataACS2009t013 ar
used with dummy variables

d

Und18Yrs_per

Percentage of total Census trg
population under 18 years of
age

\Ct Found in
atlantaTractDataACS2009to13 arj
used with dummy variables

Al18to34Yrs_per

Percentage of total Census tra
population between 18 and 3
years of age

\Ct Found in
4 atlantaTractDataACS2009to13 an
used with dummy variables

A35to64Yrs_per

Percentage of total Census trg
population between 35 and 61
years of age

\Ct Found in
4 atlantaTractDataACS2009to13 an
used with dummy variables

Over65Yrs_per

Percentage of total Census trg
population 65 years of age of
older

\Ct Found in
atlantaTractDataACS2009to13 an
used with dummy variables

Found in

White_per Perce_ntage of households with atlantaTractDataACS2009to13 and
white head of household . :
used with dummy variables
, Found in
Black per Percentage of households with atlantaTractDataACS2009to13 and
black head of household . :
used with dummy variables
. Found in
Asian_per Percentage of households with atlantaTractDataACS2009to13 and

Asian head of household

used with dummy variables

Otherrace_per

Percentage of households wit

other race head of household

Found in
atlantaTractDataACS2009to13 an
used with dummy variables

h

Hispanic_per

Percentage of households wit
Hispanic head of household

Found in

h atlantaTractDataACS2009to13 an

d

d

d

d

d

d

used with dummy variables

2.10 Tract-Level Model Derivation (tractLevelModel)

The generalized linear model (GLM) is employed @velopment of the macro-modeling
tool (Khoeini, 2014). In the analyses that folldhwe dependent variable (or response
variable) is predicted managed lane usage rateegleetzero and onex) for each Census
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tract, which prohibits the use of ordinary leasiag regression. The GLM is a flexible
generalization of ordinary linear regression thimives for response variables to have
other than a normal distribution. The GLM geneaedilinear regression by allowing the
linear model to be related to the response variahbla link function (Probit, in this case)
and by allowing the magnitude of the variance @he@easurement to be a function of
its predicted value (MacCullagh and Nelder, 1989)

The predictor variables in the model are socioepooa@ttributes at the Census tract-
level. The Census tract-level socioeconomic dedaapressed in either percentages (for
example percent of white population in each tracgverage values (for example
average annual household income in each tracter Aktensive experience of data
exploration and model generation (Khoeini, 2014¢, tesearch team found that dummy
variables work better in socioeconomic related ningdeo predict travel choice. Tabfe
shows the values used to convert the original gooinomic attributes for each Census
tract into dummy variables for use in model deveiept.

Table9: Final Census-Tract Demographic Dummy Variables

N

26mi<=
8mi<= <26mi
<8mi
25% <=
<25%
25% Asian<
25% Hispanic<
50% Black<
50% White<
50%<= married
<50% married
25%<= with BS or higher degree
<25% with BS or higher degree
21%<= have $125,000+ annual HH income
The rest
37%<= have <$30,000 annual income
5%<= use public transportation
The rest
30min<= commute travel time
<30min

near_dist_mile_bin

age_underl18_bin

ethnicity_bin

married_bin

education_bin

income_bin

travelmode_bin

TT_bin

ORI OFRP|IO|/FRPINOIFRPIOIRP|IO|IFRPINW O|IFR|O|F

The modeled response variable is managed lane ust@gleetween zero and ong),(for
each Census tract. As mentioned above, the GLNVbaph generalizes linear regression
by allowing the linear model to be related to tesponse variable via a link function, and
by allowing the magnitude of the variance of eadasurement to be a function of its
predicted value. For binary data (each licenseehservation is either from the
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managed lane or general purpose lanes), the Imititan maps from Or<1 ton; €R,

and two link functions are commonly used: 1) Ldgi¢uation 1); or 2) Probit (Equation
2); wherey (+) is the normal cumulative distribution functiviacCullagh and Nelder,
1989). In this study, Logit and Probit link furartis were both employed, and compared
using goodness of fit parameters; the Probit fumctvas selected (Khoeini, 2014).

n; = log (i) Equation 1 (Logit link function)

1- LS
n; =Y () Equation 2 (Probit link function)

The model specification, response variables, staneiaor coefficients, and model
performance parameters are presented in the tnagitledel worksheet. Table 10
contains the final model Census-tract-level modeiables and GLM regression
coefficients with standard errors.

Table10: Tract-Level Mode Variables and Regression Coefficients

Std.
Model Parameter B Error
(Intercept) -1.455 .0137
[near_dist_mile_bin=2.00Q] 0.031 .0125
[near_dist_mile_bin=1.00Q] 0.045 .0061
[near_dist_mile_bin=.00] Oa
[age_underl18 bin=1.00] 0.061 .0065
[age_underl18_ bin=.0Q] Oa
[ethnicity_bin=3.00] -0.109 .0168
[ethnicity_bin=2.00] -0.085 .0086
[ethnicity_bin=1.00] -0.356 .0160
[ethnicity _bin=.00] Oa
[married_bin=1.00] 0.042 .0083
[married_bin=.00] Oa
[Education_bin=1.00 0.176 .0078
[Education_bin=.00] Oa
[Income_bin=2.00] 0.065 .0138
[Income_bin=1.00] 0.063 .0124
[Income_bin=.00] Oa
[Travelmode_bin=1.00 -0.086 .0134
[Travelmode_bin=.00 Oa
[TT_bin=1.00] 0.091 .0055
[TT_bin=.00] Oa
(Scale) 1b
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Because the model employs a link function, GLM esgion coefficients (B) are not easy
to interpret. Coefficients must be translated gisire exponent function. When a logistic
regression is calculated, the regression coeffi¢@his the estimated increase in the
odds of the outcome per unit increase in the vafuibe exposure The odds-ratio is the
exponential of the coefficient, Exp(B), and is aasi&re of association between an
exposure and an outcome. The odds-ratio repregentslds that an outcome will occur
given a particular exposure, compared to the ofitlsecoutcome occurring in the
absence of that exposure. In other words, therexi@l function of the regression
coefficient (Exp(B)) is the odds-ratio associatathva one-unit increase in the exposure
(Szumilas, 2010).

In practice, when there is a positive relationdiepveen a predictor and an outcome
(regression coefficient B > 0), the odds-ratiorisager than 1, and as the predictor B
increases, the odds-ratio increases. The intatatis that when the scale predictor
increases by one unit, the probability that theconie happens (vs. the other alternative
happens) increases by a factor of the odds-r&imilarly, if there is a negative
relationship between a predictor and an outcome Qg the odds-ratio is less than 1, and
as B decreases, the odds-ratio approaches zermoRescale predictors, the odds-ratio
will be interpreted as a comparison. For examptée predictor has two categories
(male vs. female) the beta coefficient for one gaitg (for example: male) will be set to
zero and the odds-ratio for that category will bsusmed to equal one, and the odds-ratio
for the other category (in this case: female) Isiudated respectively. If the calculated
odds-ratio for female is more than 1, say 1.2nplies that it is the outcome is 1.2x more
probable when the predictor is female than if tredftor is male. The coefficients can
be used to predict the probability that an outcevilleoccur, given the input values.

In logistic regression, instead of the stand&Ffdparameter used in linear regression,
other indicators must be used to assess model gesdif fit. Thep? parameter
measures how much the log likelihood (LL) of theefi model improved compared to
the null model (Equation 3). In logistic regressideviance is analogous to the sum of
squares in linear regression and is a measureloblefit to the data (Cohen and Cohen,
1975). Deviance (Equation 4) is calculated by canmg a given model with the
saturated model; a model with a theoretically perfie. The Pseud®? (Equation 5)
shows the percentages of improvement in modesriialler deviance), by comparing the
deviance of the fitted model to the deviance ofrtbk model. As the model fit
improves, the deviance should decrease, and thel®Ré moves closer to 1. Normally,
the p? andPseudo R? goodness of fit measures are very close, butoule The AIC
(Equation 6) is another alternative for assessowggess of fit, where k stands for
number of parameters in the model and smaller Adl0es indicate a better goodness of
fit. Lastly, the Omni test examines the hypothe$iwhether the built model is
significantly better than the constant only modepredicting the response variables.

2 __ LL (Null Model)-LL(Fitted Model)
o LL (Fitted Model)

Equation 3

LL (Fitted Model)

Deviance (Fitted Model) = —21n IL (Saturated Model)

Equation 4
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Deviance (Null Model)-Deviance (Fitted Model)

Pseudo R? =
Deviance (Null Model)

Equation 5

AIC = 2k — 2In(LL) Equation 6

The final model, associated parameters, and gosdiidd are presented in the
tractLevelModel worksheet. In this case, all medetk significant, with p-value less
than 0.001 at 95% confidence (Khoeini, 2014).

2.11 Census-Tract-Level Model Calculations (tractL evel M odel Calcs)

The tractLevelModelCalcs worksheet contains theesbf the final model input dummy
variables for each Census tract from the tractldweelel worksheet. The final column in
this worksheet (XB), presents the predicted valub®linear predictor for each tract.
This same XB value is used in the laneUseByTracksleet to predict HOT lane use.
Proper transformation of the linear predictor vale@umn XB in the laneUseByTract
worksheet) yields the estimated probability (columaLaneProbability in the
laneUseByTract worksheet) that a vehicle from tkeestis tract will choose to use the
HOT lane after conversion (Khoeini, 2014). Thecakdted columns presented in the
laneUseByTract worksheet (hot_modeled and gp_mdiledpresent the predicted
number of times that users from each Census tridlaise the HOT lane and general
purpose lanes, for the same morning and afterneak period durations in which pre-
conversion data were collected.

2.12 Census-Tract-Level Model Outputs (tractLevel SE outputs)

The tractLevel _SE_outputs worksheet illustratesstii@oeconomic attributes of the
corridor commuters by lane type, before-and-aft&THane conversion, in both tabular
and graphic formats. Because the analyses emplpggated tract-level data, the
attributes of the four groups are expected to bsecl The attribute that is most
noticeably different is income, which is not suspng given the priced nature of the HOT
lane. Figure 3 through Figure 5 illustrate theobefand after household income, travel
time to work, and race splits for the before artdrafonditions by lane type.
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Average Household Annual
Income
$80,000.00
$70,000.00
$60,000.00
$50,000.00
$40,000.00
$30,000.00
$20,000.00
$10,000.00
- : : . .
GP Before HOV Lane GP After HOT Lane

Figure 3: Average Before-and-After Incomevs. Lane Use

Average TT to Work (min)

30.00
25.00
20.00
15.00
10.00

5.00

0.00 T T T

GP Before HOV Lane GP After HOT Lane

Figure4: Average Before-and-After commute Travel Duration vs. Lane Use
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Race

100.00
90.00
80.00
70.00
60.00
50.00
40.00
30.00
20.00
10.00

0.00

B Otherrace_per
Asian_per
M Black_per

B White_per

GP Before HOV Lane GP After HOT Lane

Figure5: Average Before-and-After Racevs. LaneUse

2.13 Commutershed Analysis

The concept of the commutershed, or catchment ereagularly employed by
researchers to estimate facility travel demand fldoand Groves, 2007).
Commutersheds can be developed for any transportitcility such as highways, transit
routes, and park and ride facilities to identifygaaial corridor users. As in other travel
behavior studies, surveying has been the primathadeof data collection and
commutershed estimation. While the small sample sf typical surveys limits the use
of direct GIS analysis, license plate data setsaidarge that they are quite amenable to
direct GIS analysis.

The modeling tool is based upon very large sampiirigcense plate data to define a
detailed commutershed for the corridor under stutlye comparison of the before- and
after-conversion commutersheds helps researcht#es haderstand whether the HOT
lane significantly impacted the spatial distribatiof corridor users. Because the HOT
lane provides shorter and more reliable travel $intds expected that more of the
households that are farther away from the commiuerbefore conversion may begin to
use HOT lanes on the corridor. It is importanhate that detailed commutershed
graphics can only be generated from household-lecation data. Data aggregated to
census tracts cannot generate such refined figures.

The ArcGIS Point Density Function was used to dgvehe corridor commutershed
maps presented in the tractLevelComutershedOutptkskeet, and in Figure 6 and
Figure 7. The Point Density Function calculatesdbnsity of point features around each
output raster cell. Conceptually, a small neighbod is defined around each raster cell
center, and the number of household data pointdahavithin the neighborhood is
totaled and divided by the area of the neighborhobite population field is used to
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weight the observation data, where the weightedbfitiate between households with
different numbers of observations. Accordinglye theights for the households observed
more frequently in the corridor are greater, rgkato the households observed less
frequently. Figure 6 shows the point density nag{mutershed) for the general
purpose lanes before and after conversion. Sitpilaigure 7 shows the commutershed
for the managed lane before conversion (when itaMd®V carpool lane) and after
conversion to the HOT lane.

2.13.1 Heat Maps

Heat maps enable researchers to visualize the ekanghe corridor commutershed after
the conversion. To create the heat maps, a lin@asformation is performed on the raw
density values so that output values can be mytaalhpared. The “Fuzzy
Membership” function in ArcGIS transforms the inpaster values to a 0 to 1 scale,
indicating the strength of membership in a setédam a fuzzification algorithm). In

this case, a linear algorithm from 0 to 1 was ugdtbeini, 2014). A value of 1 indicates
absolute membership and a value of 0 indicatesalesaon-membership in the fuzzy set
(ESRI, 2013).

To compare cell Fuzzy values before and after tmersion, the raster calculator in
ArcGIS has been used (Khoeini, 2014). The rastleu@tor generates a new raster layer
after applying the prescribed numerical functiotht® input layer cell values. In this
case, the fuzzy values before conversion have &@etnacted from the fuzzy values after
conversion, and then multiplied by 100. The défese is multiplied by 100 to build a
scale of impact between -100 and 100. Cells tkgerenced a value of change in fuzzy
membership of 100 had the highest possible positmramge. Cells with a value of
change in fuzzy membership of -100 had the higbessible negative change. A zero
value of change implies no change in corridor usagee heat map for the observed data
is contained in the tractLevelComutershedOutputkatoeet, and presented below in
Figure 8, where green indicates an increase (0@ostale), and red indicates a decrease
(O to 100 scale) in set membership. In the caskeof-85 conversion, general purpose
lane use appears to have increased directly alangdrridor, while managed lane usage
increased from areas upstream of the new HOT langecrease is noted in both general
purpose lane use and managed lane use southwastfatility (both are red for this
area), which may be related to route diversiom&Stone Mountain Freeway. Some
traffic from north of the corridor may have divatte® SR13 or GA400 as well.

However, monitoring/survey data are not availablednfirm these hypotheses.
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Figure 6: General Purpose Lane Commutershed Density Maps
Beforeand After HOT Lane Conversion (Khoeini, 2014)
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Figure 7. Managed L ane Commutershed Density Maps
Before (HOV) and After (HOT) HOT Lane Conversion (Khoeini, 2014)
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2.13.2 Directional Distribution Ellipses

Another method of spatial distribution analysi®isectional Distribution Ellipse (see Khoeini,
2014). The ellipse is referred to as the standaxdation ellipse, because the method calculates
the standard deviation of the x coordinates andoydinates from the mean center to define the
axes of the ellipse. For example, ellipses deadpased on two standard distribution cover
95% of the observations in the map. A built-inlimoArcGIS converts any set of point features
to a directional distribution ellipse. Also, thiépse allows researchers to see whether the
distribution of features is elongated, and henceahparticular orientation. The ellipses for the
general purpose lanes (before and after the covgr$iOV lane, and HOT lane are presented
in the tractLevelComutershedOutput worksheet arfelgnre 9 below. The ellipses employ two
standard deviations and therefore include 95% @btiserved commuters.

The directional distributional analysis is the besthod to evaluate the overall directional
displacement of the commutershed. However, ithaslisadvantage of including the areas that
are not actually part of the real commutershedénanalysis. Therefore, estimation error in area
calculation is unavoidable. Fuzzy membership nadhwesented earlier help resolve this
problem and produce a more accurate estimate ahidwege in the area of the commutershed.

2.14 Macro-Modeling Tool Caveats

It is important to note that not all the commutelserved actually live in the place that they
have registered their vehicles (Nelson et al., 200®erefore, the registration address may
differ from the actual residential address. Faregle, students and young professionals may
register their vehicle at a parent’s address tacednsurance rates. Couples may live together
in the corridor, while maintaining separate addzgessGovernmental and commercial license
plates also account for approximately 10% of thaales in our study. Users of these vehicles
may use these vehicles for their daily commutestripeased vehicles are usually registered by
the car owner household address instead of leasimgpany address, but not always.

Based on GIS spatial tools, 87% of the registesddole addresses did fall within the Atlanta
metro area. Gwinnett County alone represented thare66% of all the license plates. The
next most highly-involved counties are Fulton areK@lb County, the other two large counties
adjacent to the corridor. After joining to the istgation database and geocoding the addresses,
53% of the observed license plates in the fielddcbe matched to a valid location in Atlanta
metro area. However, a previous study by Gra26l02) indicated that perhaps 33% of the total
vehicles are not registered in the same placethiegtbegin their daily trip (especially for trips
leaving apartment complexes). Further investigatibregistered vs. garaged locations of
vehicles are certainly warranted.
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Figure 8. Heat MapsBefore and After HOT Lane Conversion (Khoeini, 2014)
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Figure 9: Directional Distributional Ellipses Beforeand After HOT Lane Conversion (Khoeini, 2014)
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The Census-tract-based modeling tool operatiordliz¢he spreadsheet is based upon
the before-and-after data collected for the I-85VHOG-HOT conversion. Given the use
of a large, revealed preference data set, the mal@eived and presented in the two
dissertations (Khoeini, 2014; Sheikh, 2015) shouldheory, be transferrable to new
sites and new projects in the metro area. Howelere may be corridor-specific
relationships affecting choice that have not belemtified in these modeling efforts. As
managed lane use data become available from newgednane locations throughout
the region, refined models should be developed fmem observational data using the
same general methods to reassess commuters responasaged lane addition at the
macro-modeling level (overall response and manégeslusage) and to price and
congestion at the micro-modeling level (day-to-degponse of commuters to congestion
and pricing).

3 Conclusions and Recommendations

This research presents a case study of the coowesba high occupancy vehicle (HOV)
carpool lane to a high-occupancy toll (HOT) lamepliemented in 15.5 miles of Atlanta
[-85 on Oct, 1 2011. The focus of the researchtevassess the impacts of socio-spatial
characteristics of commuters on their travel betraand choice to use or not use the
HOT lane. The research team conducted the resaait observational data for 1.5
million license plates, collected over two-yeardstyperiod before and after HOV-to-
HOT conversion and matched to household locatidiee license plate basis of the
study allowed the team to control research costsa@ated with conducting surveys, and
to use revealed preference data in the analydesr ridtan stated preference data. The
dissertation work by Khoeini (2014) was used toalepy and implement a macro-level
modeling tool from the before-and-after data tteat be used to predict HOT lane usage
as a function of publicly-available Census trachdgraphic data. The Census-tract-
based model is operationalized in spreadsheet tdonase in future corridor analysis.
This report describes the methods used to devabmbdel, and the detailed content of
the worksheets that comprise the spreadsheet mgdebl. Purchased marketing data,
which include detailed household socioeconomicattaristics, can also be used to
develop more refined models when tied to the liegrlate observation data (Khoeini,
2014; Sheikh, 2015).

At the general scale, this study enhances managed’ltravel demand models with
respect to users’ characteristics and introduaasrgrehensive modeling framework for
socioeconomic analysis of managed lanes. The miettheveloped through this will
inform future Traffic and Revenue Studies and helpetter predict the socio-spatial
characteristics of the target market. At the Ideaél, the sponsored study also
conducted a comprehensive socio-spatial analysidlanta 1-85 HOV to HOT
conversion to investigate the impact on users’geconomic attributes and on the
commutershed (Sheikh, 2015). However, operatipimglithe findings from the micro-
level modeling in a spreadsheet format has proverifficult to date.
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The statistically-derived models presented in Whe dissertations (Khoeini, 2014;
Sheikh, 2015) should, in theory, be transferrabledw sites and new projects in the
metro area. However, there may be corridor-speaiationships affecting choice that
have not been identified in the modeling effors managed lane use data become
available from new managed lane locations in tigeore refined models should be
developed from new observational data to assesschownuters respond to changes in
price and congestion level at the macro-modelinvgi@l response and managed lane
usage) and micro-modeling levels (day-to-day respai commuters to congestion and
pricing). These two types of models can fuel tbgeasment of aggregate- level response
to implementation of managed lanes and then tloengrstructures for efficient operation
of these lanes. These types of models providestgraficant benefits: 1) the models are
based upon very large samples of observed licdasesprather than small samples
surveys, and 2) the models will be based uporatedepreference data (actual
observation) rather than stated preference (opjrdata. If the refined models prove
accurate, demonstrated through applications irréutarridors, license plate
observational and model development methods sHmuilthplemented on a widespread
basis. These models would likely be further imgabby linking the observational data
with stated preference survey data collected thraegular household stated preference
surveys of corridor users.

3.1 HOV-to-HOT Commutershed Macro-Modeling Tool Conclusions

Investigating the impact of users’ socio-spatiaregteristics and their HOT lane travel
behavior can provide input to policy decisions @nmg future managed lane
investments and development (tolling and revenudies), be used to improve travel
demand models, and to assess and respond to smoomeic concerns (Khoeini, 2014).
In previous studies, traveler response toward mesh&nes was often estimated using
stated-preference or travel diary surveys, of spitent of the population, which are
expensive, time-consuming, and labor-intensive.mimmize the cost and maximize the
impact of this study, this research is based onamakea half million license plates,
matched to household locations (using vehicle teggisn database), collected over two-
year study period before and after HOV-to-HOT casi. ldentifying revealed
relationships between socio-spatial characterisincsuser response to the HOT lane
conversion was the goal of this study.

Some additional conclusions derived from matepa¢sented in this report and from the
additional analyses in Khoeini's (2014) dissertatimclude:

* Overall, the use of the HOT lane is lower thanlibseline use of the HOV lane
because the model is developed for the overaltfowr peak period. Users are
much less likely to pay for use of a HOT lane dgtine shoulders of the peak,
resulting in an overall lane use reduction. Thiexpected, and is not a negative
consequence of implementation. Managed lanesrdyeneeded under congested
conditions.
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The sensitivity of the model to demographic data \eavest across days of week
and higher across time of day and site of datacttin within the corridor.
Hence, there may be some local corridor-specifiedr relationships that are
omitted from the models.

The Khoeini (2014) work also examined the applaratf vehicle value, which is
less expensive and more convenient to collect,mexy for household income.
The analysis demonstrated that the average velatle in the HOT lane was
significantly higher, about $2,100 (23%), and thierage vehicle model year was
about one year newer, compared to the general peljpoes. Furthermore, of
23% difference in vehicle value between HOT and&es, 13% was associated
with a difference (increase) in model year, and 1046 associated with changes
in vehicles make/model rankings.

Descriptive statistics were used to compare thesoonomic differences
between different groups of corridor users usintiock group level and
household-level data. To name a few major attegutiOT lane user average
household income is about 15% higher than useasljatent GP lanes and HOV
lane. In terms of vehicle ownership, HOV lane tieshighest average vehicle
ownership which accounts for 5% difference compaoeatljacent GP lanes.
Moreover, the original HOV lane represented 50%emsian and 33% more
Hispanic households, and 8% fewer White houselmidspared to the adjacent
general purpose lanes. On the other hand, HOTr&presents 8% more White
households, and 28% fewer African-American, 33%sfeWispanic, and 12%
fewer Asian households. In terms of home ownerghgpHOT lane has 44%
fewer renters compared to the adjacent generabparianes.

GIS raster analysis methods were used to visuahdequantify the impact of the
HOV-to-HOT conversion on corridor commutershed.e HOT lane
commutershed is smaller than the HOV lane commhuerand the general
purpose lane commutershed expanded after the ordperhaps in part
resulting from longer distance commuters switchnogn the HOV lane to
general purpose lane, as well as the addition wfloeg-distance commuters).
However, the amount of commutershed expansion bgrgépurpose lanes
dominates the amount of retraction produced by HEDE, causing an overall
expansion in the corridor commutershed.

In the detailed dissertation, Khoeini (2014) alseeloped six models at two
analytical levels: primary aggregated (block-grdenel) and advanced
disaggregated (household-level). The advantagtsedilock group level models
are lower cost, and publically available socioeconinodata, and the disadvantage
is lower predictive power. The advantage of hookklevel models is
significantly higher predictive power, but at attobacquiring household-level
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marketing data. Household-level models accuracseases as the sample size
and resulting cost of data increase.

Generally, the impacts of income, home ownersmg, ethnicity
(Hispanic/Asian/African-American) are the highesthese models. The fact that
income and home ownership are significant is intejtconsidering the pricing
scheme of the conversion. However, the impacthofieity after controlling for
income is interesting and has not been identifieany previous studies. One
potential reason might be the fact that some etiwmaps may be more hesitant to
acquire transponders.

The HOT usage model has substantially better gasdokfit compared to a
similar HOV usage model in Khoeini (2014). Sigcéint additional research
appears warranted to assess the relationships éretleenographic characteristics
and HOV formation and retention.

The socioeconomic variables associated with houdelsage of the HOT lane
corridor were derived from license plate observatitinked to demographic data
sources. For the models presented in this refh@rtsocioeconomic data were
retrieved from Census-tract-level level Americam@aunity Survey data.
However, the Khoeini (2014) and Sheikh (2015) dissi®ens also explore the use
of household-level marketing data. Marketing gatavide very detailed
household and individual level attributes with siigant low amount of cost (10¢
per household), compared to travel surveys whiah about $200/household.
Marketing data, used in conjunction with associdtgddata, have been
introduced as an alternative for conducting trdnelavior studies. The research
team believes that the model enhancements probgdae use of household
level data are worth the investment.

3.2 HOV-to-HOT Commutershed Micro-Modeling Tool Conclusions

The overall research effort undertaken in thisgebgmployed revealed-preference data
of -85 Express Lane users to investigate the naopetalue users ascribed to their time
on the corridor, by examining the toll amounts tpaid and the resulting time that they
saved (Sheikh, 2015). The dissertation analysas@ed the resulting value of travel
time savings distributions across income segmerdsaanong trips of different lengths.
As reported in the dissertation, the differencethése distributions among lower,
medium, and higher income households were marginagst. Differences among the
mean, median, and other quartile values were oorther of cents, rather than dollars.
The results did not indicate that higher incomesatw|ds had the highest value of travel
time savings results, as may have been expected.ranking of value of travel time
savings by income segment was not consistent attneegrames or direction of travel
(morning vs afternoon commute travel). The tripgih investigation revealed more
distinct differences between users who traverseiiiee length of the corridor and those
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that take partial trips; in that case, the soutimioloand northbound differences were also
more pronounced. An important consideration ieripiteting the results from Sheikh’s
(2015) dissertation is that they represent the &gptane users only; that is, only users
who chose to make paid trips in the HOT lanes. -Negrs, and general purpose lane
trips by HOT users, were excluded from this analysi

The modeling work performed by Sheikh (2015) predé number of insights into toll
lane use and the determinants of lane choice desisiThe initial analysis involved
binary logit mode choice models which were estimaeross different income segments
and household clusters to examine differencesarsaad making between low, medium,
and higher income households and between demoggdiytsimilar households. The
results indicated that the income-segmented maagided different results than the
pooled model at the 95% confidence level, but drameters were largely consistent
across the three segments. The clustered housedxtitbited more variation in their
responses, particularly for the older and largersetolds. For the year studied, rates of
HOT lane use were fairly consistent across thestimeome groups for which data were
available, differing by a maximum of 3.9%. Disagggate elasticity values revealed low
sensitivities to nearly all of the explanatory paeders with the exception of the
problematic trip distance variable, and income agnibie higher income users. These
elasticity valuedllustrated varying responses to household incontkesiucation, for
example, across the segmented and clustered hadseho

The extensions of the preliminary analysis reve#tedoenefits of further segmenting
households by income to illustrate the variety etfidvior within the higher income
households. This segmentation indicated thathtreetsegment strategy disguised
substantial behavioral differences among the highesme households on the 1-85
corridor. The determinants of lane choice decisraking in the morning peak had
notable differences from the determinants of thherabon peak, particularly with regards
to toll rate sensitivity and the impact of the tatarridor segments traversed. Afternoon
peak models had better goodness of fit metricsatlyénough the pseudo®Rneasures

for both time frames were under 0.40 in all but ohthe cases. This indicates that the
there are many other factors in play in lane chdeasion making. Collection of travel
survey and stated-preference data from these oomgkrs may play an important role in
improving the models. The operational characiesshcluded in the lane choice
models, including average lane speeds and transpandnts, yielded similar responses
across the income segments under examinatiomoltld be noted that the users
examined in this study all had registered for Pda$s transponders, and as such
represent a self-selecting sample of corridor us€he similarities in decision-making
factors across the different models and incomepgaoay result from this effect. This
issue could begin be addressed by providing trardgrg automatically and without cost
to those users without Peach Pass accounts, thbagtample would still be restricted to
those users who choose to use them in their vehicle
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A mixed logit framework improved the modeling reésudy addressing the issue of serial
correlation and by estimating the toll amount anddehold income coefficients as
random rather than fixed parameters (Sheikh, 20T toll amount coefficients, for
example, were more appropriately modeled as nodistiibutions that encapsulate both
positive and negative values to reflect both tignaling’ and demand-reducing effects
of toll rates. Further segmenting the househdidsved that lane choice determinants
varied more within the ‘higher’ income segment tlaanoss the original three-segment
structure. In particular, the five-segment modlélstrated lower elasticities with regard
to corridor segment counts and toll levels forltighest-income households in the
sample, as well.

3.3 A Managed Lane Socio-Spatial Modeling Framework

The objective of this section is to summarize treghrads developed and applied in the
previous sections and to suggest a preliminaryyéinal framework that could be applied
to future assessments of similar managed lanedlntprojects. The data collection
methodologies, analyses, and results were illestrat detail in the previous sections.
Based upon these results, this section proposepavise framework for future
socioeconomic analysis of managed lane facilitiesnilarly, traffic and revenue studies
could use the resulting analytical framework teetast the characteristics and probable
travel behavior of target market in response toiipg.

The first step is to collect travel data of thereat conditions to establish baseline
conditions and provide data for use in forecastirigre activity levels. Travel data
specifically refers to elements that identify usafrthe corridor and their current travel
behavior with respect to operations on the corridésr example, in this study, license
plate data were used to identify the householdswkee currently using the corridor
before HOT conversion, as well as the associatgligncy of use along HOV and
general purpose lanes. Considering the availalgdt and desired accuracy of any
future study, different methods of data collectom different amount of data could be
collected.

The collection and analysis of license plate das&g similar to the methods employed
in this study, are recommended by the research. téamed upon the field experience of
the research team, the net cost for collectingpandessing a completed license plate
record (i.e., a plate that yields matched recandbe registration database with fewer
than eight registered vehicles per address, ancethstration address is in reasonable
proximity to the corridor) is approximately 10¢ geate. On average, one two-hour
session of data collection on a six lane corrid@ l@ne-hours) produces 7,719 complete
license plate records at peak hour and costshass®00 (including the cost of manual
license plate extraction). Accordingly, one lameihcollected video produces 643
correct license plates costs less than $100. ldvanced methodologies such as
Automatic License Plate Readers (ALPR), RFID taglezs, and cell phone data, can
increase the amount of data collected and decthasmst of data collection once
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equipment is capitalized. Automated methods shoaddce labor costs and improve the
future efficiency of future data collection effarts

Using the collected travel data, the next step isstablish the corridor commutershed.
Accordingly, the commutershed could be developdtbasehold-level or at the block-
group-level. The household-level analysis needsigin data to provide reliable
frequencies of corridor use per household anddntity frequent users (top 5% frequent
license plates in this study). In this study, elachsehold was observed an average of
five times during the 1860 lane-hours data coléatti This large amount of data
(1,196,433 complete license plates matched to Bé&lhduseholds) enabled this research
to establish target market groups and support lmlddevel models. Although large
datasets enhance the accuracy of the resultswkfstudies, collecting such a large
amount of data is not necessarily required fofudilire studies.

Supplemental studies can assess the amount ofhddtare required to develop reliable
models, so that field data efforts can be minimitwedontrol field data collection costs.
The numbers of collected households and (correeth$e plates as a function of amount
of data collection for this study are illustratedHigure 10. These functions could be
used to plan future data collection efforts. Beseatlhere are so many regular users on a
commuter corridor, plate data collection yields wiishing returns with respect to
identification of new households. For exampleyéf assume that 1000 lane-hours yield
198,000 households, analysts can capture abou®@§éese households in about 500
hours.

Figure 11 illustrates the cost of field data cdilet at 10¢ per completed license plate.
For the example above, the cost of collecting ai®8t000 households (or 653,000
license plates) is approximately $66,000. In thietext of a $100 million project, this is
an insignificant expenditure. However, this is tlest for data collection along only one
corridor and studies would need to be conductealititrout the region. Again, however,
these costs would be insignificant relative toghgiected $16.1 billion cost for the
complete managed lane system.

Figure 12 illustrates the relationship between agerobservation frequency per
household as a function of amount of data collefite hours) with the blue line. The
estimated power functions can be used by futurearebers to estimate average
observation frequency per household. Whereasvti@age observation frequency is
estimated across all the license plates, the mimrfraquency of the frequent corridor
commuters (top 5% frequent license plates) haskasa illustrated with the red line.
This latter variable is important for identifyiniget frequent users for the application of
developed models. The slope of variation for ayembservation frequency is relatively
flatter than the minimum frequency of top 5% usdfsr example, by collecting 252 lane
hours’ worth of data (or 21 two-hours session ferxaane highway, which corresponds
to one quarter of data collection conducted fos #tudy), the average frequency is 2.3
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and the minimum frequency of top corridor userseigen, which is large enough for
applying all the developed models in this study.
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Figure 10: Count of License Plates and Households
asa Function of Lane-Hours of License Plate Data Collection
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Figure 11: Data Collection and Processing Cost Estimate
asa Function of Lane-Hours of License Plate Data Collection
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Figure 12: License Plate Data Frequency of Observation per Household
as a Function of Lane-Hours of License Plate Data Collection

The sensitivity analysis of Khoeini’'s (2014) wosghow that license plate data along a
corridor are more sensitive to data collection tmeathan to time (a.m. vs. p.m.), and are
more sensitive to data collection time than to vdegk Thus, it is better to spread the
data collection locations across the corridor aattersure to collect data in both the
morning and afternoon peak periods.

The third step is to acquire socioeconomic and dgaphic data. For block-group-level
analysis, the most recent publicly available Amam€ommunity Survey data should be
used. The block groups that need to be incorpdiatéhe analysis are those that
intersect with the developed commutershed. Howekermodeling results based upon
disaggregate household-level data are preferalilediti, 2014). For household-level
models, the licensing cost for the full set of nedikg data used in this study was
approximately 10¢ per household. Considering thé&ifmillion cost of the entire

project, the entire cost of license-plate dataembibn and socioeconomic data acquisition
is perfectly reasonable.

Socioeconomic data can also be collected using atkeéhods such as surveys and cell
phone apps. However, the sample size of traditsunaeys is very small compared to
the large number of collected households and mohgly recommended for project-level
analysis. However, the application of more innoweatorms of surveys such as
cellphone apps as part of a before-after paneksumay be justifiable. More
specifically, if the travel data have been colldatising cell phone data, the collection of
socioeconomic data with cell phone apps would nth&ealata collection process less
expensive and more efficient.
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In general, any big-data collection methodologyichltan produce both travel and/or
socioeconomic data, could be applied to the madimleloped in this study. Specifically,
the proposed methodology in this study is the coeot application of license plate data,
registration data, and marketing data.

3.4 Additional Research

The research presented in this report indicataslaaro-level and micro-level models
can be used to predict corridor response. Althdbhgke models are developed from very
large data sets of revealed preference observatiate these models cold still be
significantly improved. The research team propdlkasthe following research efforts be
conducted to assess the potential impacts of theipg $16.1 billion in managed lane
investments slated for implementation in the A@altetropolitan region:

» Targeted sub-regional household stated-preferamweys should be conducted
along corridors of interest, in parallel with licenplate data collection and analysis.
Resulting data would enhance models designed thgbieow users are likely to
respond to the implementation of new managed l@reaglternative managed lane
strategies).

» Given the relatively low cast of marketing data®@r household), which provide
very detailed household and household-level sool@mic attributes, additional
efforts should focus on demonstrating the accucdidliese data and integrating these
disaggregate data into managed lane corridor asse$s. A larger research effort
that combined purchased marketing data with statefiérence survey data
collection, and with follow-up focus groups for@bset of participants managed lane,
would verify the accuracy and reliability of theusehold-level data and would
provide new stated preference and revealed prefer@ata that could be used to
enhance model development.

* The acquisition of transponders, which are requioedise of the HOT facility, may
differ significantly across income and ethnic greuwhich necessarily affects the
model outcomes predicted in the dissertation wgrkhoeini (2014) and Sheikh
(2015). The research team believes that a separatee model should be developed
to predict the establishment of Express Lane adscamd acquisition of transponders
for managed lane participation as a function ofiagband demographic variables.
These new models could be used to inform stratetgsgned to increase
transponder adoption rates and facility particgmaticross demographic groups.

» Significant additional research appears warrardeassess the relationships between
demographic characteristics and HOV formation atention. If carpools are being
considered as a viable strategy for managing futaresportation demand, much
more information on the causal variables affectagpool formation and retention is
needed.
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* Future studies should be implemented to assesetistivity of model development
to the amount of license plate data collected andgssed. The goal of this
supplemental research would be to predict the ainafuthata needed to obtain
reliable results, so that field teams do not colieore data than are necessary to
develop reliable models (controlling field dataleotion costs). Further assessment
of the sensitivity of license plate data collectwith respect to time, day, and
location of data collection would also help in mbdevelopment and to better
understand potential uncertainty impacts of derivedlels.
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