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SUMMARY

Changes in climate caused by changes in guigemic (i.e. “man-made”) greenhouse
gas (GHG) emissions have become a major publicy@sue in countries all over the
world. With an estimated 28.4% of these emissidtmbated to the transportation sector,
attention is being focused on strategies aimeddtaing transportation GHG emissions.
Quantifying the change in GHG emissions due to stictegies is one of the most
challenging aspects of integrating GHG emissioms@imate change into transportation
planning and policy analysis; the inventory techieisjand methods for estimating the
impact of different strategies and policies ark igiatively unsophisticated.

This research developed a method for estimatitercity passenger transportation
energy and carbon footprints and applied this neetbdhree corridors in the U.S.-- San
Francisco/Los Angeles/San Diego; Seattle/Portlamgi#ee, and
Philadelphia/Harrisburg/Pittsburg. These corridmes all US DOT-designated high speed
rail (HSR) corridors. The methodology consists stfreating the number of trips by
mode, estimating the direct G@missions, and estimating indirect £€nissions.

For each study corridor the impacts of différstrategies and policies on carbon
dioxide emissions were estimated as an illustrabbrthe policy application of the
developed methodology. The largest gain in,G@vings can be achieved by strategies
aiming at automobile emissions, due to its sizeabd&e as main mode and access/egress
mode to and from airports and bus and train statian average fuel economy of 35.5

mpg would result in a 38-42% savings of total &missions; replacing 25% of gasoline

Xii



use with cellulosic ethanol can have a positiveaotpn CQ emissions of about 13.4-
14.5%; and a 10% market share for electric vehiglesild result in potential CO
savings of 3.4-7.8%. The impact of a 20% or 35%roupment in aircraft efficiency on
CO, savings is much lower (0.88-3.65%) than the paé&nmpacts of the policies
targeting automobile emissions. Three HSR optiorsevanalyzed using Volpe’s long-
distance demand model: HSR125, HSR150, and HSR@®ly the HSR150 and
HSR200 would result in COsavings, and then just for two of the three cansd the
Pacific Northwest (1.5%) and California (0.6-0.9%)jith increased frequency and load
factors, a HSR150 system could result in,G@vings of 3.3% and 2.1% for the Pacific
Northwest and California, respectively. This wouddjuire a mode shift from auto of 5-
6%. This shift in auto mode share would mainly beesult of pricing strategies. One
such pricing strategy, a carbon tax, could haveositipe impact on auto diversion
towards HSR. However, even a carbon tax of $400dt@ultiple of 10 compared to
today’s tax, would not result in a diversion higliean 0.5%. There are no visible £O
savings due to this tax. From these results, HSR nwh be such an obvious choice,
however, with increased ridership and diversionsfother modes, C{savings increase
significantly due to the lower emissions per pageemile for HSR. Higher diversion
may occur once a HSR rail system is built, as vess9n several other countries. The
framework developed in this study has the abilitydetermine the GHG emissions for
such HSR options and increased diversions.

Recommendations and areas for further researsétter understand or estimate the
CO, emission inventories and potential strategy impauatiude: improving long-distance

demand modeling and data, energy and emissionsatatdife-cycle data; analyzing the
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cost-effectiveness of policies, future scenariogjny strategies to divert auto trips to
HSR, network effects, other GHGs, and the impacti@iraft emissions at altitude; and

including access and egress emissions.
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1 INTRODUCTION

Global climate change caused by changes imrgpbdgenic (i.e. “man-made”)
greenhouse gas (GHG) emissions has become a mudgle policy issue in countries all
over the world. With an estimated 28.4% of theseissions attributed to the
transportation sector (ORNL, 2008), attention isngefocused on ways to reduce
transportation GHG emissions by reducing societigpendence on fossil fuels. In the
meantime, the United States is still seeing a dnoint daily travel distances, travel
frequencies and long distance travel. With respgectong distance travel, estimates
indicate that “intercity passenger travel could stdote as much as 25% of total
passenger miles of travel by all modes” (Pisai2BQ6).

Strategies for reducing GHG emissions incladenge of technologies and actions
aimed at changing travel behavior. New vehicle fual technologies (e.g. the electric
car or biofuels) are likely to be important compatseof any serious national strategy for
reducing emissions over the long term (King, 200BMT, 2006). Shifting travel from
low occupant vehicles to higher occupancy vehiaed thus reducing vehicle miles
traveled (VMT) is another strategy that has beeygssted by many (Davis and Hale,
2007). Others have focused on the potential VMIuction associated with a transition
to more compact urban development (Ewing et al8200

No matter what strategy is adopted, quamighithe change in GHG emissions due to
changes in technology or travel behavior is onethef most challenging aspects of
integrating GHG emissions and climate change irdasportation planning and policy

analysis (Schmidt and Meyer, 2009). Although sdvstates and agencies require and



have used methods to quantify GHG emissions inr tbignate plans, the inventory
technigues and methods for estimating the impadiftdrent strategies and policies are

still relatively unsophisticated (Gallivan, Ang-©Ots and Turchetta, 2009).

1.1 Research Goals and Objectives

This research develops a method for estimaktiagconsumption of intercity passenger
transportation energy and the passenger transiportzdrbon footprint, and applies this
method to three corridors in the U.S. The specédgearch goals are:

1. Assess the current state-of-practice in developragsportation-related carbon

emission inventories,

2. Develop a methodology for developing such an inmgntthat improves the

current state-of-practice for intercity passengangportation,

3. Apply the methodology to three designated high dpeé# corridors, and

4. lllustrate the value of the methodology by analgzia range of commonly

discussed C@xreduction strategies.

As noted, the methodology will focus on paggentransportation, examining
highway, bus transit, air travel and passengertrailel. The emissions from intercity
freight trips are likely to be a significant compon of a corridor’s carbon footprint, but
such travel is not included in this study.

The three corridors selected for application tlke methodology are: the San
Francisco—Los Angeles—San Diego corridor, the ®ed&tbrtland—Eugene corridor, and
the Philadelphia—Harrisburg—Pittsburg corridor. e3& corridors are all US DOT-
designated high speed rail corridors and were t®eldo part because high speed rail is

believed to become a competitive transportationeribat can reduce carbon emissions.



Estimates made for the year 2008 consist of digew indirect emissions. Direct
emissions include carbon emissions attributabtbediquid and gaseous fuels consumed
for highway, bus transit, air, and rail transpociat as well as the carbon emissions
associated with the electricity required to operatg systems within the corridors.
Indirect emissions result from the manufacturinggeiss and supply of the vehicles,
fuels, and built infrastructures that are requitedprovide transportation services. A
number of recent studies have shown that ‘indirectissions are a significant percentage
of total direct plus indirect vehicle-based emissio and therefore need to be
incorporated into full carbon footprint studies.

In this study the direct and indirect emissi@ne combined to provide an estimate of
the total ‘upstream’ plus direct G@missions released in the construction, operatiah
maintenance of fuels, vehicles, and built infrastinees (roadways, stations, offices, etc)
that make passenger travel between metropolitamsapossible. Detailed carbon
footprints provide insights into the potential inopaof different policies both for
individual corridors as well as for federal polgieQuestions such as where to apply
certain policies (both in terms of mode and geodigiaprea) to gain the largest reductions
can be answered using such footprints. In thisarebethree strategies to reduce carbon
emissions in the transportation sector will be wred: vehicle technologies, fuel

technologies, and mode shifts.

1.2 Dissertation Organization

This dissertation is organized in the follovimanner. Chapter 2 provides a literature
review summarizing the current state of knowledheut carbon emissions and climate

change, a summary of carbon emissions as theyer@dathe transportation sector, a



discussion of the policy context for GHG emissiobsth for the U.S. as well as
internationally, and finally a discussion of GHGluetion strategies for the transportation
sector. Chapter 3 provides an overview of direct imdirect GHG quantification models
and methods as well as a review of the curreng sthtong-distance demand forecasting,
as it is needed for quantifying direct emissionsnirlong-distance travel. Chapter 4
presents the methodological framework and the reBeapproach that was used in
estimating intercity passenger €®@missions inventories for the three corridors. The
impact of different policies and strategies on,@&missions are also presented for each
corridor. Finally, Chapter 5 provides conclusiomsl @ecommendations, and identifies a

number of areas for further research.



2 LITERATURE REVIEW

The literature relating to climate change amdenhouse gas (GHG) emissions is
expanding significantly each year as more analgstenine the relationship between the
two and the implications for society. Section @flhis chapter summarizes the current
state of knowledge concerning carbon emissions @mdate change. Section 2.2
summarizes carbon emissions as they relate tor#msgortation sector. Section 2.3
discusses the policy context for GHG emissions @egtribes policy efforts in both the
U.S. and international. Section 2.4 discusses a1 G emission reduction strategies

for the transportation sector, followed by a chaptenmary in section 2.5.

2.1 Carbon Emissions and Climate Change

It is not the purpose of this research to descin detail the relationship between
greenhouse gas emissions and climate change. Howievws important as a point of
departure to understand some of the basic reldtippsbetween greenhouse gas
emissions and change in climate. In essence, lgoese gases freely allow sunlight to
enter the Earth’s atmosphere. Some of this sunigghbsorbed by the Earth and some is
re-radiated back as infrared radiation (heat). Gimease gases absorb the infrared
radiation trapping heat in the atmosphere, causiugeases in the global average
temperature (EIA, 2009a).

Greenhouse gases include water vapor, ozaneom dioxide (Cg), methane (Chj,
nitrous oxide (MO), hydrofluorocarbons (HFCs), perfluorocarbons GBF and sulfur
hexafluoride (Sk. Of the GHGs, carbon dioxide is one of the masiportant

anthropogenic contributors to climate change. 19&0carbon dioxide accounted for



almost 83 percent of U.S. greenhouse gas (GHG)semns (see

majority

Figure 2.1). The

U.S. GHG Emissions {2008)
Nitrous Oxide Other GHGs

4.39% ‘: . i“.5%

Cnrro: 1A {23000

uuuuuu LA (LUUZ

Source: EIA (2009)

Figure 2.1: U.S. Carbon Dioxide and Greenhouse G4d&HG) Emissions



of anthropogenic carbon dioxide is emitted wherboarbased fuels, such as coal and oill,
are burned for energfor housing, commercial, industrial and transpastatneeds
(Brown, Southworth, and Sarzynski, 2008).

Greenhouse gas emissions have increased loweadt decades and are projected to
grow even more in the future. According to the Byemnformation Administration
(ElA), carbon emissions in the United States haeecased by almost 1 percent per year
from 1980 to 2005 (EIA, 2007a). Emissions from tt@mmercial, residential and
transportation sectors increased by more than 2&peeach over this 25-year period
(EIA, 2007a). Industrial emissions declined duritings period primarily because the
United States moved away from energy-intensive r@aturing towards a service and
knowledge economy. However, between 2006 and 260 ©.S. carbon emissions are

projected to increase by 16 percent (EIA, 2007b).

Most climate scientists have concluded thatate change represents a serious global
risk and that an urgent response is required. Afiogrto the latest Assessment Report
from the Intergovernmental Panel on Climate Chafg€C), the average global surface
temperature increased 0.74°C [0.56°C to 0.92°Cinduthe 100 years up to 2005. Its
climate model projections indicate that furthemreases of 1.1 to 6.4°C are likely during

the twenty-first century (IPCC, 2007).

Increasing global temperatures present serichallenges—noticeable already—

including rising sea levels, extreme weather eveciignges to precipitation patterns,

! The IPCC is a scientific intergovernmental bodyugeby the World Meteorological
Organization (WMO) and by the United Nations Enmiment Programme (UNEP). Its
task is to provide an objective source of informatabout the causes of climate change,
its potential environmental and socio-economic egngnces and the adaptation and
mitigation options to respond to it. (Source: Htypwvw.ipcc.ch/)



long droughts, expansion of tropical areas, indéngaslesertification, changes in
agricultural yields, mass species extinction, ahdnges in disease vectors. The IPCC
concludes that “most of the observed increase oballaverage temperatures since the
mid-20th century iwvery likelydue to the observed increase in anthropogeniapoesse
gas concentrations” (IPCC, 2007). Many scientifiocisties have endorsed the

conclusions of the IPCC.

2.2 Transportation Sector Carbon Emissions

As can be seen in Figure 2.1, the transportagector accounts for one-third of U.S.
carbon emissions, or 1925.3 million metric tonscafbon dioxide equivalehtn 2008.
Residential, commercial buildings and industriescaat for 26.3 percent and the
conversion of primary energy to electricity in thlectric power sector is responsible for
40.6 percent (EIA, 2009b). Although this researcity docuses on the transportation
sector, an effective climate and carbon emissi@asiation strategy should include all
three sectors.

The transportation sector is not only onehefmain sources of carbon emissions, it is
also the fastest growing. Between 1990 and 200%r#msportation sector accounted for
almost half of the growth in U.S. greenhouse gasssons. In a business-as-usual
scenario, emissions from the transportation ser®expected to continue to grow at the
most rapid rate of all sectors between now and ZGz0livan et al, 2008). According to

the U.S. Energy Information Administration an irese of almost 40 percent in €0

2 Carbon dioxide equivalent (CO2e) describes theuammnof CQ that would have the
same global warming potential (GWP) as a given tgpd amount of greenhouse gas.
(e.g. 23:1 for converting a gram of methane toargof CO2e; 296:1 for converting a
gram of nitrous oxide, etc.)



emissions from transportation will be seen ovet theriod (Annual Energy Outlook
2007).

Within the transportation sector, passengéarcles and light duty trucks are the main
source of GHG gas emissions, accounting for rou@lypercent of the total. Freight,
including light duty commercial trucks, account #or additional 20 percent. Figure 2.2
shows the breakdown of transportation emissions2fa®7 (based on Transportation
Energy Data Book, ORNL, 2009. Table 11-8). The miaiel type consumed in the
transportation sector is gasoline, followed by @eliesel. In 2008, gasoline accounted
for 75 percent of vehicle fuel consumption and elider 23 percent. Alternative fuels
(biodiesel, compressed natural gas, electricitijamdl, methanol, hydrogen, liquefied
natural gas and liquefied petroleum gas) accouioteabout 2 percent (EIA, 2009b).

That the transportation sector has seen syald increases in GHG emissions is not
surprising. Rising wealth and suburbanizationoielhg World War 1l dramatically
transformed American driving patterns. The cousiyv a large increase in daily travel
distances and also in the frequency with which Bbakls used their vehicles (Brown,
Southworth, and Sarzynski, 2008). Between 1970 200@b, average annual vehicle
miles traveled (VMT) per household increased byosin®b0 percent — from 16,400 miles
to 24,300 miles. Vehicle ownership per househotdeased from 1.16 to in 1969 to 1.89
in 2001, even though the average household sikérain 3.14 to 2.57 persons over the

same period).



U.S. Transportation GHG Emissions by Mode (2007)
Rail
Air 2.7%

10.1%

Water
2.7%

Source: Transporation Energy Databook 2009

Note: Pipeline not included

Figure 2.2: Share of 2007 U.S. Transportation CQEmissions by Mode

The growth in transportation GHG emissionsMeein 1990 and 2006 was caused by
an increase in person and vehicle-miles of trav®T) and stagnation of fuel efficiency
across the U.S. vehicle fleet. Person-miles tralvéle light-duty vehicles increased 39
percent from 1990-2006, ton-miles carried by mediamd heavy-duty trucks increased
58 percent from 1990-2005, and passenger-mileelgdvby aircraft increased by 69
percent from 1990-2005. Commercial truck travelréased even more rapidly than
passenger travel. The annual growth rate was 3@epefor commercial truck travel
compared with 2.8 percent for passenger travels Tinireased travel has resulted in
worsening traffic congestion, higher fuel consumpti and rising carbon emissions

(Brown, Southworth, and Sarzynski, 2008).
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In addition to increasing wealth, decreasirayel times due to faster transportation
have resulted in a significant increase in longatise travel. According to Pisarski
(2006), long-distance travel today has reached9fk#- levels and growth rates.
Estimates indicate that “intercity passenger traoalld constitute as much as 25% of
total passenger miles of travel by all modes.”

Despite several steps taken by governmentsagedcies, transportation energy use is
projected to grow by 0.4 percent annually. Thiswglocould result in an increase of
carbon emissions from transportation of 10.3 perdeween 2006 and 2030 (EIA,

2008a).

2.3 Policy Context for GHG Emissions Reduction

Concern about greenhouse gases and climatgeha not only a recent concern. In
1824, the French physicist Joseph Fourier for itts¢ ime described what he called the
Earth’s "greenhouse effect.” It was not until the second half of the™@entury,
however, that most scientists were convinced of déeousness and risks of climate
change, and of the role of human activity in exhatng this effect. In addition,
beginning in the 1960s, governments around thedwstdrted to take air pollution in
general more seriously (due to well publicized @atlution episodes in London and
Pittsburgh) and began to establish a legislativé ragulatory framework for reducing
pollutant emissions from transportation sourcesis Bection reviews international and
U.S policies and governmental efforts to reduce G#h@ssions. It is important for the

U.S. context, however, to place GHG emission radnactfforts in a longer timeline of

% See: http://www.manhattanrarebooks-science.comigohtm
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efforts to reduce air pollutants overall. Tabl& gives an overview of some of the most

significant efforts.

Table 2.1: Major Policy Efforts to Reduce Air Polluant and GHG Emissions

Year

1955
1963
1965
1967
1967

1969

1969
1970
1970
1970
1975
1977
1979
1979
1980
1988

1990
1990

1990

1990
1992

1993
1994

Action

The Air Pollution Control Act of 1955 is implemedten the U.S.
The Clean Air Act of 1963 passes U.S. Congress
Motor Vehicle Air Pollution Control Act is enacted

The Air Quality Act is enacted

California establishes a clean air agencyCiddornia Air Resources Board
(CARB)

Amendments are made to the Clean Air Act terekauthorization for research on
fuel efficient and alternative cars and low emissifuels

U.S. Congress enacts the National Environmentatyéict (NEPA)

NEPA is signed into law

The Clean Air Act of 1970 passes U.S. Congress

Establishment of the United States Environmentatd®tion Agency (EPA)
U.S. Congress enacts the Corporate Average Fueldenp (CAFE)

New amendments to the Clean Air Act of 1970 passet realistic goals
First World Climate Conference held in Geneva ibraary

Establishment of the World Climate Programme

Establishment of the World Climate Research Program

The United Nations Environment Programme (UNEP) thedWorld Meteorological
Organization (WMO) form the Intergovernmental Pame/Climate Change (IPCC)
California enacts the Zero Emissions Vehicle (ZPvypgram

The Clean Air Act of 1990 passes U.S. Congresqgsing emissions trading
among other things

IPCC publishes its First Assessment Report conetuthiat surface temperatures
have risen 0.3-0.6C over the past century

Second World Climate Conference held in Genevadtoker/November
Adoption of the United Nations Framework Cartien on Climate Change
(UNFCCCQC)

President Clinton proposes a BTU tax, but it daggpass U.S. Congress
The Climate Change Convention enters into forcéarch 21
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1995

1995

1995

1997

2005
2005
2001

2001

2003
2007

2007
2007

2007
2007

2008
2008
2009
2009
2009

2009

2009

Table 2.1 (continued)

IPCC publishes its Second Assessment Repuoctuating that evidence suggests "a
discernible human influence" on the Earth’s climate

The Acid Rain Program (ARP) incepts in respdoghe Clean Air Act’s goal of
reducing annual SGemissions by 10 million tons below 1980 levels
Establishment of the Conference of the Paf@€&P) the Convention’s ultimate
authority

COP 3 takes place in Kyoto, Japan in Decembertreguhto the Kyoto Protocol
European Union Emission Trading Scheme Phatarts on January 1

Kyoto Protocol enters into force

IPCC'’s publishes its Third Assessment Repmrtlkuding that newer and stronger
evidence indicates that most of the warming obskivattributable to human
activities

The United States rejects the Kyoto Protocol

Beginning of the The NOx Budget Trading Pragra

The Energy Independence and Security Act 07 2&sses U.S. Congress and is
signed into law

CAFE standards receive a major overhaul

ARB and the California Energy Commission’s IRulnterest Energy Research
(PIER) Program fund and launch the Plug-in HybrielcEic Vehicle (PHEV) Center
in the University of California

California enacts a low-carbon fuel standafeHS) mandate

IPCC publishes its Fourth Assessment Repaniging new momentum to the
climate change debates. The report concludeshbaitiserved increase of global
temperatures is "very likely due to the observenldase in anthropogenic
greenhouse gas concentrations”

British Columbia and the European Union eadotv-carbon fuel standard (LCFS)
mandate

European Union Emission Trading Scheme Phase 8 stadanuary 1

Third World Climate Conference held in Geneva irgAst/September

COP 15 takes place in Copenhagen, Denmarkdember. The Copenhagen Accord
was not adopted

U.S. President Obama proposes a new natioogdgm to regulate fuel economy
and greenhouse gas emissions from vehicles

The American Clean Energy and Security Act of 2008ESA), which proposes a
carbon emission trading program for the U.S. ispddy the U. S. House of
Representatives

China becomes the world’s biggest greenhoaseitter pushing the U.S. to
second place. The US remains ahead on a per-tssits
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2.3.1 International Efforts to Reduce GHG Emissions

The first major international meeting on climachange, the First World Climate
Conference, was held in Geneva in February 197@. ddnference was attended by
scientists from different disciplines and led te thstablishment of the World Climate
Programme (1979) and the World Climate ResearctyrBname (1980j. However,
international efforts to more fully understand ai® change and how to reduce GHG
emissions became organized in the late 80s and/ €% when a number of
intergovernmental conferences on climate change Wweid around the world (UNFCCC,
2000).

In 1988, the United Nations Environment Progme (UNEP) formed the
Intergovernmental Panel on Climate Change (IPCCyetteer with the World
Meteorological Organization (WMO). The task of #RCC was to give policy makers
and the public a better understanding of climatange by assessing 1) the state of
existing knowledge, 2) the impacts of climate cleng the environment, the economy
and society, and 3) potential response strateglesIPCC published its first report, peer
reviewed by leading scientists and experts, in 1998is report concluded that human
GHG emissions are likely causing rapid climate ¢geaand global warming, which could
have powerful effects on the global environmenbsgstems and society. The report also
stated that major international efforts were reggiirto stabilize atmospheric

concentrations of greenhouse gases, especiallygritving populations and expanding

* See: http://unfcce.int/
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economies. The report had an important influencenany policy makers worldwide
and greatly influenced the United Nations FramewGdavention on Climate Change
(UNFCCC), which was adopted in 1992 at the Eartmi@it in Rio de Janeiro after the
Second World Climate Conference had called fortyreagotiations for climate change
in 1990 (UN, 1997). The objective of the UNFCCC wasachieve "stabilization of

greenhouse gas concentrations in the atmosphera lavel that would minimize

dangerous anthropogenic interference with the ¢éngystem® The Climate Change

Convention was the result of treaty negotiationsthmy Intergovernmental Negotiating
Committee for a Framework Convention on Climate rigfea(INC/FCCC), consisting of
negotiators from 150 countries. The Committee noetfive sessions to finalize the
Convention that was adopted and opened for signatuRio de Janeiro---154 nations
signed the UNFCCE.

The 1992 Climate Change Convention did notiépeny international emissions
reduction targets nor did it set mandatory limiss@HG emissions for countries. It only
established “a process for responding to climatngk over the decades to come.” In
particular, it set up a system whereby governmesert information on their national
greenhouse gas emissions and climate change ssatédis information is reviewed on
a regular basis in order to track the Conventigregress. In addition, developed
countries agreed to promote the transfer of fundind technology to help developing
countries respond to climate change. They werealsanitted to taking measures aimed

at returning their greenhouse gas emissions to [E3@0s by the year 2000.” (UN, 1997)

® See: http://unfcce.int/essential_background/cotiwafbackground/items/1353.php
® See: http://unfccc.int/
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The Convention provisions became operational onchid&l, 1994 and in 1995 the
Conference of the Parties (COP) was establishéteaSonvention’s ultimate authority.
The COP has held a series of sessions, imguidyoto in 1997 and Copenhagen in
2009 (see Table 2.2). As of December 2009, UNFCE&& 192 signatory parties. It is
important for the context of this research that tdyand Copenhagen, be examined in

more detail.

Table 2.2: UNFCCC Conference of the Parties and Mé&eg of the Parties Sessions
(Source: UNFCCC)

Conference of the Partieg
(COP)/Meeting of the
Year Parties (MOP) City and Country
1995 | COP1 Berlin, Germany
1996 COP2 Geneva, Switzerland
1997 COP3 Kyoto, Japan
1998 COP4 Buenos Aires, Argentina
1999 COP5 Bonn, Germany
2000 COP6 The Hague, Netherlands
2001 COP6 Bonn, Germany
2001 | COP7 Marrakech, Morocco
2002 COP8 New Delhi, India
2003 | COP9 Milan, Italy
2004 | COP10 Buenos Aires, Argetina
2005 | COP11/MOP1 Montreal Canada
2006 | COP12/MOP2 Nairobi, Kenya
2007 COP13/MOP3 Bali, Indonesia
2008 COP14/MOP4 Poznan, Poland
2009 | COP15/MOP5 Copenhagen, Denmark
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2.3.1.1The Kyoto Protocol

COP 3 took place in Kyoto, Japan in Decemlt8971 After intensive negotiations,
COP3 adopted the Kyoto Protocol, which establisleg@lly binding requirements for
developed countries (Annex 1 countries) to redues@missions. These industrialized
countries (and some others) agreed to reduce théective GHG emissions by 5.2%
from 1990 levels between the years 2008-2012 (UNECK®97a). The actual reductions
will have to be much larger than 5%, even up to Z0%developed countries, since
current emission levels for most developed coumtdee much higher than the 1990
levels! As of the end of 2009, 18@ations have signed and ratified the protocol
(UNFCCC, 2009d). Each participating country is feggh to submit annual GHG
inventories under UNFCCC and the Kyoto Protocol.

The Protocol gives countries a certain degfeiexibility in how they achieve their
emissions reductions by allowing mechanisms likéssions trading, clean development
mechanisms, and joint implementation. These meshanigive Annex 1 countries
(developed countries) the option to purchase GH@san credits from other countries
through financial trade, financing projects thatluee emissions in developing (non-
Annex 1) countries, or from developed countrieshwéxcess allowances (UNFCCC,
1997b). These flexible mechanisms give non-Annesolintries that have no GHG
restrictions financial incentives to develop priégethat reduce emissions to receive and
sell carbon credits. In addition, it gives Annegaduntries the option to purchase carbon
credits instead of reducing emissions domesticdllgrbon emissions trading will be

discussed in a later section.

’ See: http://ec.europa.eu/environment/climat/kywito.
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The United States agreed to reduce its totagsons by 7 percent from 1990 levels
during the period 2008 to 208However, before the Kyoto Protocol was finalizée
U.S. Senate passed the Byrd Hagel Resolutionshvgtated (Byrd and Hagel, 1997):

“(1) the United States should not be a signatoryany protocol to, or other
agreement regarding, the United Nations FramewookvE€ntion on Climate
Change of 1992, at negotiations in Kyoto in Decenil®97, or thereafter, which
would—

(A) mandate new commitments to limit or reduce ghemise gas emissions for
the Annex | Parties, unless the protocol or otlgre@ment also mandates new
specific scheduled commitments to limit or reduceeghouse gas emissions for
Developing Country Parties within the same comiaperiod, or

(B) would result in serious harm to the economyhefUnited States”

Even though the Clinton Administration symbally signed the Protocol, the
Protocol would not be ratified by the Senate uthtdre was participation by developing
nations (CNN, 1997). President Bush did not subimt Protocol to the Senate, and
explicitly rejected it, mainly because of economgasons, the uncertainties he believed
were existing in scientific evidence, and the exgomp of developing countries,

especially China and India (The White House, 2001).

2.3.1.2The Road To Copenhagen

The Kyoto Protocol left several issues unnestlthat were to be discussed at COP6

in the Hague, Netherlands in 2000. COP6 was susgkewithout agreement mainly due

8 See: http://unfccc.int/kyoto_protocol/items/314%p
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to disputes regarding the flexibility of the agrest) the consequences for countries that
would not meet their requirements and the role efetbping countries (Shah, 2001).
COP6 continued a few months later in Bonn, Gernedtgr President George W. Bush
had rejected the Protocol. As a result, the U.8. mbt participate in the Protocol
negotiations. The supporters of the Protocol redchgreement on most of the major
political issues including flexible mechanisms, bmar sinks, compliance failure, and
financing? COP7 was held in Marrakech, Morocco in 2001 talgith the final details
of the Protocol. The Protocol entered into forcdye2005 and the first Meeting of the
Parties to the Kyoto Protocol (MOP1) was held inntteal in late 2005, along with
COP11.

In 2007, the IPCC published its Fourth AssesgnReport, which gave a clear signal
that climate change represented a serious glodlal The IPCC concluded that “most of
the observed increase in global average tempegatimee the mid-20th century very
likely due to the observed increase in anthropogenicngoese gas concentrations”
(IPCC, 2007). The IPPC report brought new momentanthe UN climate change
negotiations and at COP13 in Bali in 2007 all Rartio the UNFCCC (Annex 1 and non-
Annex) agreed to step up their efforts to fightneie change. A number of decisions were
adopted resulting in the Bali Road Map. In additittre Parties decided to start negotiations
for long-term cooperative action. These negotiaiovere scheduled to be concluded at
COP15 in Copenhagen in 2009 and were to entefante in 2012 when the Kyoto Protocol

commitment period expires (UNFCCC, 2009a).

® See: http://risingtide.org.uk/resources/factshbetm
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2.3.1.3Copenhagen

COP15 had as a major goal establishing a btdinaate agreement for 2012 and after.
However, the ministers and officials from 192 coig# participating in the meeting did
not succeed in establishing a binding agreementhferpost-Kyoto time periotf. The
Copenhagen Accord was drawn up acknowledging #daptation to the adverse effects
of climate change and the potential impacts ofaasp measures is a challenge faced by
all countries” and requiring “enhanced action anuernational cooperation on
adaptation”, including both developed and develgmiountries. The Accord also called
for “the collective commitment by developed coussrito provide new and additional
resources, including forestry and investments fiinouinternational institutions,
approaching USD 30 billion for the period 2010-20tigh balanced allocation between
adaptation and mitigation.” (UNFCCC, 2009b) Howewbe Accord was not adopted;
the final decision read that the conference of plagties only “takes note of the
Copenhagen Accord of 18 December 2009.” (UNFCCO)9BD As a result the
document is not legally binding and further nedgaiizs are needed. The next COP

(COP16) has been scheduled in Mexico for late 20A1RFCCC, 2009c)

2.3.2 GHG Emissions Policies in the United States

Regulations targeting emissions and air poliutn some form or another have been
around for over a hundred years in the United Stat@cing back to the Industrial

Revolution. Pittsburgh in 1815 and Chicago and @mati in 1881 were the first to

19 See: http://unfcec.int/2860.php
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implement clean air legislatidfi.Many other cities and regions slowly followed. Mo$
these regulations focused on pollutant emissioom fstationary sources. During the
1940s, smog incidents in Los Angeles and Pennsivanreased public awareness and
concern, but it was not until 1955 that the fedgmternment implemented regulations to
deal with this problem at a national level (AMS99%. The purpose of the Air Pollution
Control Act of 1955 was mainly to make the natiord gublic officials aware of the
environmental hazard related to air pollution. e did not do much to prevent air
pollution, but provided “research and technicalistaace”(AMS, 1999). The Air
Pollution Control Act of 1955 was the start of @aieg of clean air and air quality acts that
to this day direct public actions on reducing pi@liu emissions.

Greenhouse gas emissions were not part of tieggilatory initiatives. Until recently,
such emissions have been largely ignored as pddt 9f clean air policy. Perhaps the
closest that clean air legislation came to affegc@HG emissions was the 1963 Clean
Air Act, known as the Motor Vehicle Air Pollutionadtrol Act. These amendments of
the original Clean Air Act established standardsaaetomobile emissions (AMS, 1999).
In 1969, amendments to the 1967 Air Quality Acteexted authorization for research on
fuel efficient and alternative cars and low emissituels:?

The 1970 amendments to the Clean Air Act teduin a totally rewritten version of
the original, leading to the Clean Air Act of 1978everal emission standards were set,
including a standard for motor vehicle emissiomsitihg CO emissions to 90% from
1970 emissions, to be effective by the 1975 modelsl990, after a decade of hardly any

action regarding the Clean Air Act, the U.S. Cosgramended the act again to try to

1 see: http://legal-dictionary.thefreedictionary.¢Gtean+air
12 See: hitp://www.epa.gov/apti/course422/apcl.html
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solve air pollution problems. The federal governmieicreased automobile emissions
standards and tightened control by setting defidéadlines. This regulation encouraged
the use of low-sulfur and alternative fuels, setdRéapor Pressure (RVP) standards in
order to control evaporative emissions from fueldl aequired the installment of Best

Available Control Technology (BACT) in vehiclesreduce air toxics (AMS, 1999). The

1990 amendments to the Clean Air Act also prop@sei$sions trading, known as cap-
and-trade. Emissions trading policies will be dgsad later in more detail.

More recently, several acts and policies Haen proposed, including the Clear Skies
Act of 2003 and America's Climate Security Act 602, both focusing on air pollution
and greenhouse gas emissions reduction throughramdprade programs. Neither bill
passed Congress. The Energy Independence andit$se¥tir was signed into law on
December 19, 2007. The purpose of the act was ‘twenthe United States toward
greater energy independence and security, to isertee production of clean renewable
fuels, to protect consumers, to increase the efimy of products, buildings, and
vehicles, to promote research on and deploy graesghgas capture and storage options,
and to improve the energy performance of the Féd@mvernment, and for other
purposes” (Rahall, 2007). Although this act did directly target emissions reductions,

it certainly can have an indirect effect.

2.3.2.1 Corporate Average Fuel Economy (CAFE)

One of the most important federal policieseetihg GHG emissions is found in the
corporate average fuel economy (CAFE) standaras19l75, two years after the 1973

Arab Oil Embargo, Congress enacted CAFE standargeting the improvement of the

22



fuel economy of automobiles and light tru¢REver since its introduction, CAFE has
been actively debated and oppodéd.

Even though CAFE was enacted in 1975, fuelneoty standards were first
introduced in 1978. The first year standards werepfissenger vehicles only and were
set at 18 mpg. In 1979, a second category wablisstad for light trucks (initially trucks
with a gross vehicle weight rating (GVWR) of lekart 6000 pounds, but raised to 8500
pounds in 1980). In 2007, CAFE standards receivedapr overhaul, the first one in
over 30 years. The Energy Independence and Sedcitpf 2007, signed by President
Bush, set a national goal for fuel economy starglafd35 mpg by 2020. This standard
applied to all passenger vehicles, including lightks, and was set above the previously
defined targets for CAFE standards.

On March 23, 2009 the National Highway Traf8afety Administration (NHTSA)
implemented a credit trading and transferring saheallowing manufacturers to trade
credits with other manufacturers or transfer ceeldétween categories. This scheme was
believed to mainly benefit foreign auto manufactsirdnat could import smaller cars in

order to offset the less efficient vehicles mantifeed domestically.

13 See: http://www.nhtsa.dot.gov/portal/fueleconosyy.j

14 Recent studies and surveys have shown that foelomey has become one of the most
important factors in consumers’ vehicle choice,eesglly after the fuel price increases
from the last few years. In 2007 a survey for tlevFCampaign For Fuel Efficiency
found that “Nearly nine-in-ten voters (89%) sayttpassing a bill to “require the auto
industry to increase fuel efficiency...” is an import accomplishment compared to only
11% who said it was not an important accomplishmkntact, a strong majority (61%)
say enacting higher standards would hegyimportant accomplishment” (The Mellman
Group, Inc., 2007). That year the Toyota Prius aitfuel efficiency of 55 mpg outsold
the top-selling SUV, the Ford Explorer with a fuefficiency of 17 mpg. Auto
manufacturers are now focusing more and more on éfiiciency and on new
technologies like E-85 (ethanol), hybrid-electnalall-electric vehicles.
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On May 19, 2009 President Obama proposed anadnal program to regulate fuel
economy and greenhouse gas emissions, increagngotd of 35 mpg by 2020 to an
average of 35.5 mpg by 2016 (39 mpg for cars anch@@ for trucks). A White House
Press Release from May 19, 2009 announcing ObaNatisnal Fuel Efficiency Policy
stated that “the new rules will not dictate theesiaf cars, trucks and SUVs that
manufacturers can produce; rather it will requivattall sizes of vehicles become more
energy efficient... [The] new policy will produce aronmental benefits that will reduce
air pollution from the reduction of greenhouse gasissions and other conventional
pollutants.” (The White House, 2009) The new CAdt&ndards were officially adopted
on April 1, 2010.

Despite the different programs and policibg hew national goals for the U.S. are
still weak compared to many other developed natamd to industrializing nations such
as China. For example, the fleet average for thefg@an Union was 44 mpg in 2008 and
48 mpg for Japan. China’s average fuel economy 3vampg in 2008 (An and Sauer,

2004).

2.3.2.2Council of Environmental Quality and NEPA

Congress enacted the National EnvironmentityAct (NEPA) in December, 1969.
NEPA was the first major environmental law in theitdd States and established the
future directions for national environmental pa&i A major goal of NEPA is better
informed decisions and citizen involvement in orteepromote the improvement of the
environment. Agencies are required to undertakeassessment of the environmental

impacts and effects of their proposed actions ptormaking decisions. NEPA'’s
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requirements apply to all agencies in the execubiranch of the federal government.
(CEQ, 2007)

Up to 2010, agencies were not required to idensGHG emissions nor climate
change factors when conducting environmental assgds. However, on February 18,
2010 the Council on Environmental Quality issuedpmsed guidance on the
consideration of GHG emissions in such assessmbats potentially could have a
significant impact on how such assessments areriahk@®. This proposed guidance had
the following major elements (CEQ, 2010):

» If a proposed action would be reasonably anticgbébecause direct emissions of
25,000 metric tons or more of G@quivalent GHG emissions on an annual
basis®, agencies should consider this an indicator thatuantitative and
gualitative assessment may be meaningful to decisi@akers and the public.

* In the agency’s analysis of direct effects, it wbbke appropriate to: (1) quantify
cumulative emissions over the life of the projé@); discuss measures to reduce
GHG emissions, including consideration of reasomadlternatives; and (3)
gualitatively discuss the link between such GHGs=ions and climate change.

* Agencies should consider quantifying those emissioasing the following
technical documents:

o For quantification of emissions from large direatigers: 40 CFR Parts
86, 87, 89, et al. Mandatory Reporting of GreenbkoBsases; Final Rule,
U.S. Environmental Protection Agency (74 Fed. R&259-56308).

o For quantification of Scope 1 emissions at Fediailities: Greenhouse
gas emissions accounting and reporting guidandenttiebe issued under
Executive Order 13514 Sections 5(a) and 9(b) (hip:w.ofee.gov)

o For quantification of emissions and removals froemrdstrial carbon
sequestration and various other project types: fdieah Guidelines,
Voluntary Reporting of Greenhouse Gases, (1605(gglam, U.S.
Department of Energy (http://www.eia.doe.gov/oi&0%/))

15 CEQ does not propose this reference point asdicator of a level of GHG emissions
that may significantly affect the quality of therhan environment, as that term is used by
NEPA, but notes that it serves as a minimum stahfitarreporting emissions under the
Clean Air Act.
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For proposed actions that are not adequately aslehlem the GHG emission
reporting protocols listed above, agencies shos&lNEPA'’s provisions for inter-
agency consultation with available expertise toniig and follow the best
available procedures for evaluating comparable/itiets.

Analysis of emissions sources should take accoliatl phases and elements of
the proposed action over its expected life, sulj@aeasonable limits based on
feasibility and practicality.

Within this description of energy requirements amhservation opportunities,
agencies should evaluate GHG emissions associaidd emergy use and
mitigation opportunities and use this as a pointahparison between reasonable
alternatives.

This would most appropriately focus on an assessofeannual and cumulative
emissions of the proposed action and the differem@missions associated with
alternative actions.

An agency may decide that it would be useful tocdbe GHG emissions in
aggregate, as part of a programmatic analysis eh@g activities that can be
incorporated by reference into subsequent NEPAyaaalfor individual agency
actions. In addition, Federal programs that afésuissions or sinks and proposals
regarding long range energy, transportation, asduee management programs
lend themselves to a programmatic approach.

Among the alternatives that may be considered heir tability to reduce or
mitigate GHG emissions are enhanced energy effigielower GHG-emitting
technology, renewable energy, planning for carbapture and sequestration, and
capturing or beneficially using fugitive methaneigsions. In some cases, such
activities are part of the purpose and need foptbposed action and the analysis
will provide an assessment, in a comparative marofdhe alternatives and their
relative ability to advance those objectives.

2.3.2.3 State and Regional GHG Initiatives in the U.S.

Several states or regions within the U.S. hawdependently from the federal

government, initiated and implemented their owatstyies or regulations to improve air

quality and/or reduce greenhouse gas emissionsifo@&, known for its more

aggressive environmental regulations, establisteedwn clean air agency in 1967, the

California Air Resources Board (CARB), a departmentthin the California
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Environmental Protection Agency (Cal/EPA). Califarnvas the only state that had an
established Environmental Protection Agency befbeeClean Air Act passed Congress.
Once the Clean Air Act passed, other states wegeined to either follow federal
standards or the CARB standards, but were not alfot® set their own standards like
California’® The main mission of ARB is to “promote and protgablic health, welfare
and ecological resources through the effective effidient reduction of air pollutants
while recognizing and considering the effects anehonomy of the staté’

California has taken several legislative stepwards reducing greenhouse gas
emissions through programs focusing on clean cean fuels, renewable energy and
caps on polluting industries. In the transportasector such regulations and programs
include the Alternative Fuel Vehicle Incentive Pram, the Zero Emissions Vehicle
(ZEV) Program, and Low-Carbon Fuel Standards.

The Alternative Fuel Vehicle Incentive ProgrgdAFVIP), also known as Fueling
Alternatives, is funded by ARB. The program prowdebates to Californiangho
purchase eligible alternative fuel vehicles in ortte promote use and production of such
vehicles. The rebate program, which was allocatéstad of approximately $1.8 million, is
administered by the California Center for Sustd@dbnergy (CCSE). Qualifying vehicle
types include all-electric vehicleglug-in hybrid electric vehicles, hydrogen fuel Icel
vehicles, and alternative fuel vehicles (e.g. Caaped Natural Gas (CNG) vehicles)
(ARB, 2008).

To promote the mass commercialization and uke of zero emission vehicles,

California enacted the ZEV Program in 1990. Thegpao and the regulations have been

18 See: http://www.arb.ca.gov/
7 |dem
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modified several times over the years and accorthndRB it “has spurred many new

technologies that are being driven on Californi@ads.*® Since its introduction several

sub-categories within The ZEV Program were cregdétB, 2004):

In

LEV (Low Emission Vehicle): The least stringent egion standard for all new
cars sold in California beyond 2004.

ULEV (Ultra Low Emission Vehicle): 50% cleaner th#me average new 2003
model year vehicle.

SULEV (Super Ultra Low Emission Vehicle): 90% clearthan the average new
2003 model year vehicle.

PZEV (Partial Zero Emission Vehicle): Meets SULEA/lgipe standards, has a
15-year / 150,000 mile warranty, and zero evapggamissions.

AT PZEV (Advanced Technology PZEV): Meets PZEV slams and includes
ZEV enabling technology.

ZEV (Zero Emission Vehicle): Zero tailpipe emisspand 98% cleaner than the
average new 2003 model year vehicle.

2007, ARB and the California Energy Comnae% Public Interest Energy

Research (PIER) Program funded and launched thg-iRliHybrid Electric Vehicle

(PHEV) Center in the University of California, Davio provide “technology and policy

guidance to the state, and to help solve researestigns and address commercialization

issues for PHEVs™ In 2010, state standards are to be strengthenezhdare that

automakers will make sufficient investments in ole@hicle technologies that will help

to electrify the transportation system.

In 2007, California was the first in the wolld enact a low-carbon fuel standard

(LCFS) mandate. British Columbia and the Europeamob) followed with similar

18 See: http://www.arb.ca.gov/msprog/zevprog/backaddoackground.htm
19 See: http://phev.its.ucdavis.edu/
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legislation in 2008° Several bills have been proposed at the fedeval Ia the U.S. to
establish a national low-carbon fuel standard base@alifornia’s LCFS model, but as
of late 2010 none have been approved.

California’s Low Carbon Fuel Standard (LCFSsndesigned to “provide a durable
framework that uses market mechanisms to spurtéaalg introduction of lower carbon
fuels. The framework establishes performance stasdahat fuel producers and
importers must meet each year beginning in 201 REA2009). The LCFS should result
in a reduction of at least 10 percent in the carinbensity of California's transportation
fuels by 2020, a reduction needed to achieve thte’st mandate of reducing GHG
emissions to 1990 levels. In addition to GHG eroissireduction, “the LCFS is designed
to reduce California’s dependence on petroleumaterea lasting market for clean
transportation technology, and stimulate the pridocand use of alternative, low-
carbon fuels in California.” (ARB, 2009)

On April 23, 2009, ARB approved the specifites for the LCFS that will go into
effect in January 2011. The regulation takes effaxtrementally, but increases
significantly beginning in 2015 (Buchanan, 2009).

In the northeastern United States, the RegiGmaenhouse Gas Initiative (RG&!)
has been formed consisting of states and provin@eding to reduce greenhouse gas

emissiong? The RGGI is designing a carbon cap and trade prdor power plants.

20 See: http://www.europarl.europa.eu/sides/getD@pdbRef=-
[[EP//ITEXT+TA+20081217+ITEMS+DOC+XML+VO0//EN&languagEN#sdocta5 and
http://www2.canada.com/vancouversun/news/businesg/stml|?id=23e7f256-4ebc-
4468-974a-c4219d78b13b&p=1

%1 See: http://www.rggi.org/home
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The Western Climate Initiative (WE&)is an initiative by states and provinces in the
west and in Canada to “identify, evaluate, and enm@nt policies to tackle climate
change at a regional level”, independent of thetiamal governments. WCI is working
on laying a foundation for an international cap aradle program involving the United
States and Canada. The initiative requires partterset regional emission reduction
goals and to develop a market-based strategy tee\achhat goal. This multi-sector
program is said to be “the most comprehensive earbduction strategy designed to
date” and will include transportation when fullypfemented?

The Midwestern Greenhouse Gas Reduction AcqdibGRA) is a regional
agreement to reduce greenhouse gas emissions A&r@ént below 2005 levels by 2020
and 80 percent by 2050 though a recommended cafraatel programi° The program
will be multi-sector, including transportation fagbnd only entities that emit more than
25,000MTCQe on an annual basis will be capped. The MGGRA sigised on June 8,

2009, but has yet to be implemented (EIA, 2009b).

2.4 GHG Reduction Strategies for the Transportation Setor

Two primary categories of strategies have hdentified for transportation-related
efforts to reduce GHG emissions, those relying arket influences to change travel

behavior and those directly attempting to reduee @mount of vehicle miles traveled

%2 The participating states and provinces are Mailesy Hampshire, Vermont,
Connecticut, New York, New Jersey, Delaware, Masssetts, Maryland, Rhode Island,
Prince Edward Island, Newfoundland and Labrador.

23 See: http://www.westernclimateinitiative.org/

24 The participating states and provinces are CaliggtMontana, New Mexico, Oregon,
Utah, Washington, British Columbia, Manitoba, Ordaand Quebec.

%5 See: http://www.westernclimateinitiative.org/theiveap-and-trade-program

2 The participating states are lowa, lllinois, Kanddichigan, Minnesota, and
Wisconsin, as well as the Canadian province of kddai.
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(VMT), energy consumed, and G@mitted. In both cases, estimating the expected
reduction in GHG emissions requires one to haveean® of inventorying existing

emissions.
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2.4.1 Market-Based Emission Reduction Strategies

As has been discussed in previous sectionkeamnbased instruments (MBIs), such as
emission trading (cap-and-trade programs), andupoll charges (carbon tax), are
gaining momentum as important policy mechanisms gogenhouse gas emissions
reductions, both internationally as well as withthe United States. However, their
application on a national or international scales theen limited. MBIs are broadly
defined as “regulations that encourage behaviooutjin market signals rather than
through explicit directives regarding pollution ¢t levels or methods.” (Stavins, 1998)
Examples of MBIs targeting emission control arelatale permits and pollution charges.
These instruments, if designed well, make use ofketaforces as opposed to
conventional command-and-control approaches: “thegcourage firms (and/or
individuals) to undertake pollution control efforteat both are in those firms' (or
individuals’) interests and that collectively mgueticy goals.” (Stavins, 1998) Such
instruments provide flexibility in terms of how po} goals are being achieved.

According to Stavins (1998), the two biggedvantages that market-based
instruments have over traditional command-and-cbajpproaches are:

1) Cost effectiveness: “Rather than equalizing padlutievels among firms (as with
uniform emission standards), market-based instrisnequalize the incremental
amount that firms spend to reduce pollution (thearginal cost)”, and

2) Dynamic incentives for technology innovation antfugion: “with market-based
instruments, it always pays firms to clean up anfwte if a sufficiently low-cost

method (technology or process) of doing so carmbetified and adopted.”
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The next sections will discuss two types of IM&rbon emission trading and carbon
taxes. Examples of an application of such stratewgill be presented.

A carbon tax is a price-based instrument dhgrg fee for the amount of pollution
emitted by a source. This type of tax is calledigo#an tax, charged on a non-market
activity that generates negative externalities.sThx gives the emitter an incentive to
reduce emissions until the cost to reduce moresgoms is equal to the tax rate (Stavins,
1998). The challenge with such tax systems is ify@mg an effective tax rate. ldeally, it
should be equal to the social cost of the emissityesmarginal cost of emitting one extra
ton at any point in time. However, the responsenfthe entities subject to the tax needs
to be considered (Stavins, 1998). According tordport ‘Policy Options for Reducing
CO, Emissions’ from the Congressional Budget Offic8()’ a carbon tax will “place
an upper limit on the cost of reducing emissions,the total amount of CGhat would
be emitted in any given year would be uncertain"QCR2009). The 2007 IPCC report
presents peer-reviewed estimates of the averag@ sost of carbon emissions of $43/tC
for 2005 with a standard deviation of $83/tC. Thisle range is mostly explained by
uncertainties in climate change science, diffenadtiations of impacts, and discount
rates (IPCC, 2007).

Under an Emission Trading Scheme (cap-andetadtem), companies are issued
emission allowances, which gives them the rightrtot a certain amount of a pollutant.
The total amount of allowances issued cannot exaemitain level of emissions (a cap),
thus placing an upper limit on the total emissiobsder a cap-and-trade system,
companies that emit more greenhouse gases thamedlloan do two things. First, they

can decrease their emissions by changing theirugtmh process, implement different
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technologies, or produce less. Second, they cgnabowances from companies that
emit less than they are allowed to. This processh@vn in Figure 2.3. Theoretically
those companies that can reduce emissions moseftestively will do so, resulting in

emission reduction at the lowest cost to societylidg a fixed tax rate, the cost of the
emissions reduction will fluctuate based on enenggrkets, demand, weather, and

technologies available (Stavins, 1998; CBO, 2009).
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Figure 2.3: Carbon Emission Trading (adopted from wvw.ecofys.nl)

Stavins (1998) states that even though polutaxes and tradable permits appear to
be symmetric in theory and are both targeting e@omsseduction by giving emitters
incentives, there are significant differences ituacimplementation:

* Permits fix the level of pollution control while atges fix the costs of pollution
control.

* In the presence of technological change and withemditional government
intervention, permits freeze the level of pollutioontrol while charges increase
it.
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* With permit systems as typically adopted, resoutteasfers are private-to-
private, while they are private-to-public with andry pollution charges.

* While both charges and permits increase costsausirny and consumers, charge
systems tend to make those costs more obvioushogboups.

* Permits adjust automatically for inflation, whilemse types of charges do not.
* Permit systems may be more susceptible to strabediavior

» Significant transaction costs can drive up theltotasts of compliance, having a
negative effect under either system, but partitphlaith tradable permits

* In the presence of uncertainty, either permits ltarges can be more efficient,
depending upon the relative slopes of the mardoeadefit and marginal cost
functions and any correlation between them

The CBO study (CBO, 2009) compares differeslicy designs including a carbon tax
and a cap-and-trade program. One of their main exmiscis the before mentioned
uncertainty regarding the cost (and the potentaiability of the cost) of emissions
reductions regarding the cap-and-trade strategy.

Europe has shown most progress in implemerdargon taxes and greenhouse gas
trading schemes. In the 1990s a carbon/energy &axproposed EU wide, but did not
pass due to opposing industries (OECD, 2005). @idsnot stop individual countries
from gradually implementing carbon tax structutasl990, Finland was the first country
to implement a carbon tax; Sweden, Denmark and Byprwellowed soon thereafter. A
few years later the Netherlands (1996) and Slovéra7) followed. At the end of the
decade Germany (1998) and the U.K. (2000), twhefargest European economies, had
implemented carbon taxes as well, resulting in anual tax bill of 25 billion Euros
(Andersen, 2008).

The European research project, Competitiverescts of Environmental Tax

Reforms (COMETRY, conducted a comprehensive study to estimateftéet f carbon

2" See: http://mww2.dmu.dk/cometr
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taxes on fuel consumption. The project developadodel to disentangle the impacts
from the tax and applied it to the seven Europeamnties that implemented carbon
taxes first in order to get a firm ex-post assesgnaed future forecasts. The results
shown in Figure 2.4 indicate the effect of a carlbax on fuel demand relative to a
business-as-usual case. Six countries show a reduat fuel demand. On average the
reduction in demand was 2.6% in 2004, with Finlamdl Sweden showing the largest
effect. According to Andersen (2008) “the size bé treduction in fuel demand is
dependent on: the tax rates imposed; how they @uked to the various fuels and fuel
user groups; how easy it is for fuel users to sulstbetween the various fuel types and
non-fuel inputs; and the scale of the secondargcedf resulting from changes in

economic activity.”
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Figure 2.4: The Effect of Carbon Taxes on Fuel Denmal (Andersen, 2008)
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In the United States, an energy/carbon tax fwstsproposed by President Clinton in
1993--the BTU tax. Such a tax would focus on fofisélls, methanol and ethanol, and
domestic and imported electricity produced fromrdaydower and nuclear energy based
on its heat content. The proposed tax was esdlgniin economy-wide energy tax,
although wind, solar, geothermal and biomass ssuofeenergy were exempted. The
proposed BTU tax was never adopted. Instead, thg 8X was replaced by a 4.3-cent
increase in the gasoline tax. Several carbon tapgwals have been presented to
Congress since that time, but none have been atltptate. (Milne, 2008)

At a local level, two areas have currently @dd a carbon tax structure: Boulder,
Colorado and the Bay Area, California. In Bouldére Climate Action Plan Tax was
approved in 2006, imposing a tax on end-userseatftetity. The tax revenue is used to
finance the city’s climate action plan. This pragraims to reduce GHG emissions to
seven percent below 1990 levels by 2012. In Califorthe Bay Area Air Quality
Management District implemented a greenhouse gas 2008. This charge is estimated
to generate an annual revenue of $1.3 million winghbe used for the District’s climate
programs. (Milne, 2008) The California Air RescescBoard proposed the idea to
implement a statewide carbon tax on polluting indes. This would be the first state in
the U.S. to do so. Agreement with industries, oinpanies, and utilities has yet to be
reached. (Young, 2009)

With respect to emissions trading, the Eurapgdaion Emission Trading System (EU
ETS) is the largest multi-national, cap-and-tradaesne for greenhouse gases in the
world and is a landmark environmental policy. Itswdesigned and implemented to

achieve the GHG reduction targets under the Kyotideol: an annual average of 8%
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reduction from 1990 levels for 2008-2012. The pamgrnow covers over 12,000
installations in the 27 EU countries and six majalustrial sectors: electric power, oil
refineries, coke ovens, metal ore & steel, cemdnskglass, ceramics, paper & pulp.
Covered entities emit around 45% of total carbooxide emissions in the EU and
allowances valued at $23 billion in 2006. More tHabillion metric tons of emissions
were traded that year. Emission allowances arengig for a period of time, called the
Trading Period. This way, irregularities in g@missions due to extreme weather can be
neutralized by allowing emitters to bank their alémces. The first phase Trading Period
started on January 1, 2005. Phase 2 began in 20&8/ér the Kyoto Protocol period and
Phase 3 will start in 2013 targeting emission rédas of 21% from 2005 levels by
2020. Starting in 2012, the airline industry wi# mcluded in the EU ETS as well. (Pew
Center, 2007; Ellerman, 2008; CBO, 2009; Parket020

Although the EU ETS has had a positive effeat reducing GHG emissions,
projections from the European Environment AgendgAEshow that the EU-15 existing
measures will result in a 6.9% reduction from 189l rather than the 8% reduction
agreed to under the Kyoto Protocol (see Figure. EGjther actions are required and
changes to the current trading scheme have begoged, including permit auction,
central allocation rather than national allocafpdans, and including other GHGs. These
changes have not been finalized yet and are nelylido become effective until the third

Trading Period (Parker, 2010).
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Figure 2.5: GHG Trends and Projections EU-15 (EEA2009)

Carbon emissions trading programs have beepoged several times in the United
States, but no such program has been implementarloTthe most recent proposals that
include a federal GHG cap-and-trade program are Aheerican Clean Energy and
Security Act of 2009 (ACESA), which was passed onel26, 2009, by the U. S. House
of Representatives and a bill passed by the SeBateonment and Public Works
Committee in November 2009 (EEA, 2009). ACESA'sgmeed program would take
effect in 2012, requiring total GHG emission redmts$ of 17 percent below 2005 levels
by 2020 and 83 percent by 2050. The bill passetheyEnvironment and Public Works
Committee tightened this requirement to 20 perdszlow 2005 levels by 2020. In

addition to federal proposals, state-level andargji efforts to develop a trading program
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are under way, including the Regional Greenhouse @é#iative (RGGI) and the
Western Climate Initiative (WCI) discussed in earkkections and the state of California
(CBO, 2009).

It should be noted that emissions trading o and strategies that have been used
in the United States (such as for acid rain and ®Quctions) have mainly focused on
large point source GHG emissions (e.g. power plahtsluding transportation emissions
in a tax or trading program has been proposed bgrak but according to the Pew
Center (2007) it remains politically challengingimneplement. However, as noted earlier,
transportation is the fastest growing source of Gihassions and it is likely that sooner

or later the transportation sector will be includiedax or trading programs.

2.4.2 Transportation Emission Reduction Strategies

Reducing GHG emissions from the transportasiector usually focuses on three main
strategies: improved vehicle fuel efficiency, imped fuels, and a reduction in vehicle
miles traveled (VMT), either through mode shift @rdecrease in travel demand. As

mentioned before, high speed rail could play aiB@ant role in GHG emissions as well.

2.4.2.1Vehicle Fuel Efficiency

For the short term, fuel efficiency is consateto have the most potential for reducing
carbon emissions. In 2007, the British Treasury misrioned a review, led by professor
Julia King, to examine vehicle and fuel technolsgigat could help to de-carbonize road
transport over the next 25 years. The final rep@ublished in March 2008,
recommended policy and strategies for governmarginess and consumers, to reduce

CO, from road transport in the next years. AccordingKing, almost complete de-
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carbonization of road transport is, in the longrdby 2050), a realistic ambition. The
cost will be significant but manageable and delayul be dangerous and much more
expensive. Also according to King, the key areasdaction include reducing vehicle
emissions and producing cleaner fuels. King stédtaseven in the short term significant
CO, emission reductions can be achieved through the ofs already available
technologies, and by making smart choices aboutlouing behavior. She observed that
“moving low-carbon technologies from the “shelftbe showroom [...] could reduce per
kilometre emissions of new vehicles by as muchGp& cent within five to ten years”
(King, 2008). Both demand and supply are curretdiaying deployment and therefore a
strong focus on ensuring a market for these lowssiom vehicles is needed. For the
medium term, King’s recommendations are, in additm vehicle technologies, aimed at
fuel technologies, mainly the further developmeiofuels. In the longer term it is very
likely that electricity and hydrogen will be the mascope for de-carbonizing fuels as
well as through new biofuels with low productivadarequirements. (King, 2008)

In a 2006 policy brief, The European Confeeen€ Ministers of Transport (ECMT)
came to similar conclusions. The recommendatiofeating to CQ emission reduction
policies, based on a review of progress made in DEGuntries, stated that, although
many countries currently tend to focus on high cuostaisures like promoting biofuels,
“for the short and medium term, policies that taryel efficiency offer most potential
for reducing CQ emissions.” (CEMT, 2006) According to ECMT, canband fuel
taxes are the ideal measures for addressing €fissions. Other possible measures
included vehicle taxation, vehicle and componeandards, incentives for more efficient

logistic organization and support for eco-drivimgla“For the long term, more integrated
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transport and spatial planning policies might contdemand for motorised transport.
Ultimately higher cost energy sources, includingad energy carriers such as hydrogen
and electricity, produced from renewable energysesj or from fossil fuels with carbon
sequestration and storage, will be required iféhare to be further cuts in transport
sector CQ emissions” (CEMT, 2006). Vehicle efficiency antkeahative fuels have been
emphasized by the IPCC as well as key mitigati@ctres for the transportation sector
(IPCC, 2007).

Despite improved automotive engine technolgeehicle fuel efficiency gains in the
U.S. have leveled off since the mid-1980s. The ma&son is that improved technologies
have been canceled out by the demand for more fveard larger vehicles, especially
sports utility vehicles (Brown, Southworth, and Seuski, 2008). As noted earlier, a new
national program to regulate fuel economy and dreese gas emissions, increasing the
goal of 35 mpg by 2020 to an average of 35.5 mp@Qi6, was recently implemented
(The White House, 2009). Revised fuel economy stedwdfor small trucks as well as
medium and large commercial trucks are also bemadyaed by the federal government.
Significant increases in vehicle fuel economy apjbedh feasible and justifiable (Brown,
Southworth, and Sarzynski, 2008).

In 2009 the International Air Transport Assditn (IATA) published a Technology
Roadmap providing “a summary and assessment ofdémifical opportunities for future
aircraft. It looks at technologies that will reduceutralise and eventually eliminate the
carbon footprint of aviation” (IATA, 2009)

IATA's first findings based on an assessment ofaat scope of technologies show that:
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* “The most significant aircraft efficiency gains aegpected from new engine
architectures (open rotor, geared turbofan, cotnat@ting fan, etc.) and from
natural and hybrid laminar flow, which are all catades for use in new aircraft
types by 2020.

* Numerous smaller improvements, like winglets artloed-weight components,
can be implemented into current series or evenfitéd.”

Although premature, the rough estimates of thel ©@, emissions reduction potential
are, according to IATA, “consistent with a numbdr studies estimating the overall
efficiency improvement in the next decades. Theltef these studies range between
20 and 35% emissions reductions for new aircraft 2020 compared to their
predecessors, achieved mainly from the engine &pmkthe use of laminar flow. The
TERESA project results give IATA and airlines thlenidence that sufficient innovation

potential exists to achieve the estimated oveaadjets.”

2.4.2 2Alternative and Improved Fuels

The U.S. transportation sector is primarilyveoed by gasoline, followed by diesel,
which together accounted for 98 percent of the alehfuel consumption in 2008 (EIA,
2009b). On an energy basis, diesel is slightlyenmarbon intensive than gasoline (at
19.95 TgC per QBtu compared with 19.34 TgC per QBtugasoline), although diesel
engines are generally more energy-efficient thasoliae engines. Improvements in fuels
and technology have the potential to reduce tramsan carbon emissions substantially.
According to Brown, Southworth, and Sarzynski (2008Cellulosic ethanol and
biodiesel may prove to be important low-carbon faléérnatives to gasoline and diesel.

For example, replacing one-quarter of projectedlyas use with cellulosic ethanol—a
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replacement rate viewed as achievable within 2%syeacould cut carbon emissions by
15 to 20 percent.” Hybrid electric systems that @&harged in off-peak hours by low-
carbon electricity are another promising alterratitMetropolitan areas are particularly
well suited to low-carbon options because the eapivestment needed to establish new
refueling infrastructures is more economically feksin high-density environments.” In
a press release on June 17, 2#18ancy Gioia, Ford's director of global electrifica,
stated that between 10% and 25% of Ford’s globalssalume will be electrified by
2020. Of those vehicles, “70% will be hybrids, dmest20% to 25% will be plug-in
hybrids and the rest will be all-electric vehicledlissan's expectations for electric
vehicles are even higher; they expect that “moam th0% of its entire fleet will be all-
electric by 2020.” Nissan plans to launch a 10Cménge electric hatchback, the Nissan
Leaf, in December 201%.

The source of the electricity used to powdrcles, especially trains in the short term,
will have a major effect on the GHG emissions. 09&, renewable energy accounted for
almost 10 percent of the energy used in the Urfiedes. According to Clean Edge, a
research and publishing firm devoted to the cleai-tsector, the global clean-energy
market is projected to grow from $144.5 billion$843.4 billion, or more than 100%,
from 2009 till 2019 (Clean Edge, 2010). Althouglerin are no federal requirements for
electric utilities to generate a specified minimyercentage with eligible sources of

renewable electricity, President Obama has calbed'd goal of 10 percent renewable

28 http://www.freep.com/article/20100617/BUSINESSA6412/1002/business/Ford-
Electrics-could-be-25-0f-2020-fleet
2% Ibid
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energy use by power producers by 2012 and 25 peloge2025” (Sklar, 2009). The U.S.

House of Representatives has set a goal of 15mdrge2020.

2.4.2.3VMT Reduction Strateqgies

The ECMT examination of policies for @@missions reduction so far adopted by
OECD governments shows that policies for reducieghahd for transport have been
largely ignored. Several studies have been undartéhat look at the potential VMT
reduction from a variety of strategies. Accordf@gowing Cooler(Ewing et al., 2008)
“since 1980, the number of miles Americans driae grown three times faster than the
U.S. population, and almost twice as fast as vehielistrations. In line with VMT
increases, automobile commute times have riserdigteaspecially in metropolitan
areas” (Ewing et al.,, 2008). Ewing et al. (2008testthat a large share of the VMT
increase “can be traced to the effects of a chgngiban environment, namely to longer
trips and people driving alone.” Our built enviroamt has been developed towards an
automobile dependent environment with little foomspublic transit and walking (Ewing
et al., 2008). Although it takes time to change bnét environment, denser, mixed-use
development could be an effective strategy to redd®IT and thus carbon emissions.
Improving and promoting transportation modes, ofian car, while discouraging car
use, could have a positive effect as well.

The 2009 studyMoving Cooler: An Analysis of Transportation Stigigs for
Reducing Greenhouse Gas Emissiq@ambridge Systematics, 2009), provides an
analysis of the effectiveness and costs of alm@ststsategies and combinations of

strategies that focus on the reduction of travélvigg and on improving transportation
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systems operations. The VMT reduction strategiessidered byMoving Coolerare

(Cambridge Systematics, 2009):

* Pricing and taxes. Strategies raise the costs iassdcwith the use of the
transportation system, including the cost of vehiohiles of travel and fuel
consumption. Both local and regional facility-levplicing strategies (e.g.,
congestion pricing) and economy-wide pricing sgae (e.g., carbon pricing) are
considered.

 Land use and smart growth. Strategies focus ontisgeanore transportation-
efficient land use patterns, and by doing so redibeaneed to make motor vehicle
trips and reduce the length of the motor vehidfestthat are made.

* Nonmotorized transport. Strategies encourage grdeteels of walking and
bicycling as alternatives to driving.

» Public transportation improvements. Strategies eapaublic transportation by
subsidizing fares, increasing service on existimytes, or building new
infrastructure.

* Ride-sharing, car-sharing, and other commutingtesgias. Strategies expand
services and provide incentives to travelers tamskdransportation options other
than driving alone.

* Regulatory strategies. Strategies implement reigmstthat moderate vehicle
travel or reduce speeds to achieve higher fuatieficy.

The study found that implementation of theatelgies analyzed, without economy-
wide pricing, could achieve annual GHG emissionahigh as 24 percent less than the
projected baseline for 2050. Strong economy-widemy measures could generate GHG
reductions far beyond this. Some of the stratedies contribute most to GHG
reductions, according to the study, are local a&gional regulatory and pricing strategies
that increase single occupancy vehicle travel cestscational strategies to promote eco-
driving behavior resulting in better fuel efficigncand smart growth and land use
strategies that reduce travel distances (Camb@ggematics, 2009).

The recently published Congressional refoansportation's Role in Reducing U.S.

Greenhouse Gas Emissioft$SDOT, 2010), attempts to objectively evaluatetégmtially
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viable strategies to reduce transportation greesdn@as (GHG) emissions.” One of the
groups of strategies evaluated is ‘Reduce Carbtaméive Travel Activity’. These
strategies would reduce VMT by “reducing the need travel, increasing vehicle
occupancies, and shifting travel to more energigiefit options that generate fewer
GHG emissions.” The VMT reduction strategies evidain this study and their

potential impact on GHG emissions according tostinely are (USDOT, 2010):

» Transportation pricing strategies, such as a fee/@eicle-mile of travel (VMT)
of about 5 cents per mile, an increase in the mfuter tax of about $1.00 per
gallon, or pay-as-you-drive insurance—if applied d&y—could reduce
transportation GHG emissions by 3 percent or mateinv5-to- 10 years. Lower
fee or tax levels would result in proportionateywer GHG reductions.

» Significant expansion of urban transit services,conjunction with land use
changes and pedestrian and bicycle improvementsld cgenerate moderate
reductions of 2 to 5 percent of transportation Gb{G2030. The benefits would
grow over time as urban patterns evolve, increating-to-10 percent in 2050.
These strategies can also increase mobility, Idweisehold transportation costs,
strengthen local economies, and provide health fliertgy increasing physical
activity.

e Studies based on limited European experience stgtded “eco-driving”
strategies to teach efficient driving and vehicla@aimenance practices could
potentially reduce emissions by as much as 1-terégmt. However, this would
require comprehensive driver training as well asehicle instrumentation. As
such, the European findings may not be replicabtée United States.

The study assesses the total collective imphatitese carbon-intensive travel activity

reduction strategies on U.S. transportation GHGssimins “could range from 5-to-17

percent in 2030, or 6-to-21 percent in 2050.”

2.4.2.4High Speed Rail

Given the potential interest in high speedlirathe corridors studied in this research,
it is important to describe current knowledge conog its potential C@ reduction.

Over the past several decades high speed raildiasdypopularity all over the world as

a7



an alternative intercity passenger travel modeit@rd highway. Figure 2.6 compares
the total CQ emissions from transporting one passenger betwhenBerlin and
Frankfurt city centers in Germany. It shows theeptial CQ savings as travelers switch
to rail. In this figure, going by rail is on avermd times more efficient than taking the car
and more than 3 times better than taking the plaN®ete that this graph applies to
Germany where cars have higher fuel efficiencies tim the U.S., so the savings would
be even higher for travel between U.S. cities.

High speed rail has experienced significantwging especially in Europe and Japan.
Policies, technologies, and investments have egult an increasing role for rail travel
in the European transportation network. Trainsaagturing an increasing share of the

rail-air market in many city pairs within 400 milgSheck, 2009). Individually and

120

Car Train Air

Note: Plane emissions include travel to and from the dirfpbey are not increased to take account of the
effect of emissions at high altitude. (Source: http://wwevarg/homepage/FactandFig%2011-08.pdf)

Figure 2.6: Kg CO; (1 person Berlin — Frankfurt, 545 km (340 miles)

48



collectively, European nations are investing hgawil passenger rail. EU transportation
development funds have been very helpful to smatentries, whereas in countries like
Spain, “four percent of the GDP has gone to imprgvinfrastructure for almost a
decade. Ireland is investing over 6 billion Eur@sniprove its national rail network from
2006-2015" (Sheck, 2009). Travelers in Japan haen lriding high speed trains for
more than four decades already. The first high-dpeain, the Shinkansen, started
operation just before the 1964 Tokyo Olympics. Ntiws high-speed network contains
of almost 1550 miles of track, with train speedsipto 186 mph.

Although the U.S. passenger railroad systentaggiing behind the European and
Asian networks, the popularity of rail, and partasily high-speed rail, is increasing. A
2009 U.S. Department of Transportation news relsgsed that “the Secretary released
new data today indicating that Americans drove B eécent less, or 9.6 billion miles
fewer, in July 2008 than July 2007. Since last Noler, Americans have driven 62.6
billion miles less than they did over the same mmnth period last year. Meanwhile,
she said, “transit ridership is up 11 percent, ianduly, Amtrak carried more passengers
than in any single month in its history” (Capon02Q Of course, the major reason for
this shift was the economic recession, which wkis¢ghold in 2007.

In April 2009, President Obama and Vice PresidBiden released a strategic plan
outlining their vision for high-speed rail. The plalentified $13 billion in federal funds -
- $8 billion in the Recovery Act and $5 billion rezpted in the President’s budget -- to
jump-start a potential world-class passenger rgdtesn and set the direction of
transportation policy for the future. “Everyone kv®l’'m a big believer in our nation’s

rail system — I've devoted a big part of my cam&ng what | can to support it —and I'm
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proud that this Administration is about to transfothat system fundamentally,” said
Vice President Biden. “Thanks to an $8 billion istreent from the Recovery Act, we're
going to start building a high-speed rail systenat thvill loosen the congestion
suffocating our highways and skyways, and makeetrav this country leaner, meaner
and a whole lot cleaner” (FRA, 2009).

In June 2009 the US High Speed Rail AssoadiafidSHSRJ® was established for the
purpose of advancing a high speed rail system adoterica. It is their vision to have a
17,000-mile national high speed rail network by @@8aturing 220 mph electric trains.

This vision is shown in Figure 2.7.

(Source: http://www.ushsr.com

Figure 2.7: USHSR'’s High Speed Rail Network Vision

30 http://www.ushsr.com/
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Figure 2.8 shows the current and planned letens of high-speed track for several
countries that are actively pursuing high-speeld Daspite increased interest in the U.S. the

graph shows that the U.S. growth does not mattiereiEuropean or Asian plans.
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(Source: http://www.uic.org)

Figure 2.8: Kilometers of High-Speed Rail Track, 208 vs. 2025

2.5 Summary

Each of the opportunities to reduce carbonssimins from the transportation sector
requires public and private sector involvement. n§portation planning and policy
activities can make a significant contribution teege strategies. Climate change is
starting to be considered in transportation plagrand policy-making by several state
Departments of Transportation (DOTs) and MetropalitPlanning Organizations
(MPOs). The level of incorporation varies wideltigh. In some planning documents

climate change appears as specific goals, polisieategies or performance measures,
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where other plans merely recognize that climatengbais an issue that relates to
transportation (Gallivan et al, 2009). According @allivan et al (2009). “most

transportation agencies are not currently seekingdorporate climate change adaptation
measures into long range planning”. In additionilevgreenhouse gas (GHG) emissions
are likely to be reduced as travelers switch tdlsgeed rail from other modes of travel,
little modeling has been done to estimate thisma@kimpact in the U.S. (CNT, 2006).

Quantifying the GHG emissions and potential savitiggefore needs to receive more

attention to better inform the transportation plagrand policy-making process.
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3 ESTIMATION OF GREENHOUSE GAS EMISSIONS

Quantifying GHG emissions is a key componentansidering climate change in
transportation planning and policy-making. In orderreduce emissions effectively,
current and future emission levels need to be knas/mvell as the potential impacts of
various policies and strategies on emissions {leggimpact of a carbon tax or a cap-and-
trade program on mode shifts). Agencies face segemstions about appropriate tools,
methodologies, and data (Gallivan et al, 2009).

Several methods exist to develop a transpont@&HG emission inventory, but most
are of limited use for MPO planning and strategyalgsis. Most inventories are
developed by fuel type, based on fuel sales datddig or country (Gallivan et al, 2009),
including IPCC’s guidelines for a national inverytdt The main drawback with this
methodology is that there is no distinction betweédferent modes, vehicle types, and
geographic areas. This breakdown is required féevamt strategy analysis. Other
methods use local inspection and maintenance dadewvelop registration and mileage
accumulation or use VMT data, usually compiled ti@nsportation network planning
(Heiken et. al., 1996). A Harvard study by Glaesed Kahn (2008) used the National
Household Travel Survey (NHTS) “which contains mmh@ation on gasoline usage
associated with travel by private automobile, fgmdharacteristics, and zip code
characteristics.” Although their study distinguish®ad and rail traffic, and focuses on
regional levels, it only includes two modes andsdoet distinguish fuel types. Like most

other methods, freight is not addressed separau¢heir study.

31 http://www.ipcc.ch/
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Most studies only measure “direct” or tailpipenissions associated with traffic
movements. However, a number of recent life-cyol@ysis (LCA) studies of alternative
vehicle/fuel technologies indicate that the “indifeemissions that result from supplying
the vehicles, the fuels, and the built infrastroesu that are required to provide
transportation services are of a similar order afgnitude as the direct emissions, and
therefore ought to be incorporated into carbongonting studies if policy making is to
be fully informed (DeLucci, 2003; ANL, 2009; EP2006; Chester and Horvath, 2008;
The Climate Registry, 2008; Green Design Instit@@09; Natural Resources Canada,
2009). These indirect multipliers are found toywargood deal across modes of travel,
and affect metropolitan areas differently, depegdin the mix of travel modes.

Because of the different methods used for egimg GHG emissions, data consistency
appears to be a problem. According to Gallivan.e28€09), MPOs rely heavily on local
VMT estimates in developing regional transportati@iG inventories. “Such local
inventories are very likely to be inconsistent wétate-level inventories. If and when
regions are required to meet certain VMT or transpion GHG reduction goals, state
and regional inventories would provide conflictibgses for performance measurement”
(Gallivan et al., 2009). It is therefore importéimat reliable and consistent transportation
GHG inventories be developed at the regional lewgh both direct and indirect

emissions included.

3.1 Forecasting Long-Distance Personal Travel

To estimate direct emissions from long-diseatravel it is important to know travel

activities between cities or within corridors. Acdimg to the 1995 American Travel
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Survey, the last long distance passenger traveegusy the federal government, over 1
billion personal trips to destinations within thenitéd States were made by U.S.
households. An additional 41 million trips were raaw other countries totaling 827
billion miles of travel, or about 25% of all persmiiles of travel in the natioff. Today, a
lack of recent data prevents proper accounting, dutndications are that this long
distance travel activity has grown substantiallgmthe past 15 years. Proper accounting
is required to get a proper understanding of hosvainere much of this activity is taking
place. This is important to know in order to estientihe effectiveness of policies (e.g. on
greenhouse gas emissions) and to invest wisehamsportation systems.

This section discusses the current statuseilmng-distance passenger travel demand
modeling and presents a review of the literatut@s Teview has served as input to a
long-distance personal travel database collectmhraodeling roadmap prepared by Oak
Ridge National Laboratory for the Office of Highw&plicy Information in the Federal
Highway Administration, U.S. Department of Trandption, and can be found in
Southworth and Sonnenberg (2009). The literatuam sovers a number of nationwide
modeling activities in both the United States abdad, as well as a number of recent

statewide and multi-state corridor modeling effant®lorth America.

%2 http://www.bts.gov/publications/1995_americanvélasurvey/us_profile/entire.pdf
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3.1.1 National, Statewide and Major Corridor Travel Studies

In the U.S. currently there is no single Bate and no established method of
modeling long distance passenger travel movematiisreacross the entire country or
across a single stat&.A search for useful past experience leads tethrady types:

1. National models developed in other countries: almemof countries, notably in
Europe, have developed and now maintain natioasktrmodels. Most of these
models (see the reviews and studies reported byodg, Gunn, et al, 2000;
Lundqvist and Mattson, 2001; Zhang, 2009) includéhlpassenger and freight
components, and most combine estimates of shorlamddistance tripmaking
components.

2. A number of states in the U.S. have developed, rer ia the process of
developing, their own long distance travel modalseking to capture travel
across their borders as well as between their majetropolitan areas and
counties (see FHWA, 1999; Horowitz, 2006).

3. A third set of studies focus their attention oncfie long distance, high volume
travel corridors, with the most recent corridords&s in the U.S. and Canada
focused on the analysis of high speed rail feasil{iBhat 1995, 1997; Cambridge

Systematics Inc., 2006; Volpe Center, 2008), actopf growing interest
worldwide.

Table A.1 in Appendix A lists a number of th®re recent studies by type, between
them covering the principal types of long distatrewel demand models currently in use.
This includes models developed in the U.S. and @ana Europe, and in a number of
other countries. Approaches vary considerably inalb@ral content, spatial specificity,
scope of analysis and intended use.

Zhang (2009) provides a technical review aftpaodels. For discussion purposes he

suggests a classification of models along the lgiesvn in Figure 3.1, although many of

% In contrast, the DOT’s Freight Analysis FramewakFAF Program has served this
purpose for freight movements since 1998.
http://ops.fhwa.dot.gov/freight/freight_analysiéfiadex.htm
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the national and statewide models referenced usetwnore of the above approaches at
some stage in their generation of mode and tripgee specific flows.

As with most travel demand modeling, the npmgiular approach is some variation of
the four step urban transportation planning modgdx( 1 in Figure 3.1), moving
sequentially from trip generation (trip frequenty)ough trip distribution (destination)
and modal choice to route choice (traffic assignndiut with a growing reliance on the
use of ‘disaggregate’ demand models based on thlysas of individual traveler and/or
household responses for the purposes of estimdtiegtravel demand elasticities
associated with trip-making costs and other le¥edavvice (LOS) variables (Box 2 of
Figure 3.1). Most of the models in Table A.1 id#uall four traditional sub-models,
with some of the European models also including@asate auto ownership model (see

Zhang, 2009, Tables 1 and 2 for additional detdilselected models).

Aggregate Travel Disaggregate Travel
Demand Models Demand Models

2. Trip-Based
Four Step Model

1. Traditional Trip-
Based Four-Step Model

]
Econometric

I
MULTIMODAL, | Modeling
I\gia:8:1c o)\ 1:\I| Considersindividual traveler responses .
TRAVEL DEMAND i
MODELS i
i
v
4 3. Direct Demand 4. Tour/Activity
Models Based Models
Econor.netric Microsimulation
Modeling Agent-Based Modeling

(modified, based on Zhang, 2009, Fig.1)

Figure 3.1: Categorization of Multimodal Inter-Regional Travel Demand Analysis
Methods
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A broad classification of trips into busines®l non-business travel has been common
in U.S. studies (see Asiabor, Baik and Trani, 20@wereas some of the European
models include more detailed travel purpose categoespecially within non-business
purposes. For example, the factors that deternfinece of mode as well as the location,
number, and duration of out-of-home destinationediwhen considering family
vacation travel, versus recreational trips thahdbinvolve an overnight stay away from
home. Within each of these trip purposes, andfgiven geographic context (national,
statewide/regional, corridor) the explanatory Valea used by the models fall under three
groupings: trip/tour logistics characteristics,veker socio-demographics, and level of
transportation service. The most common long degamodes analyzed are auto (car),
air, rail and bus. A few models make a distinctimtween conventional rail and high
speed rail. With increasing interest in high speaill development in the U.S. this
distinction could become an important one. Modelthg use of shorter-range small
aircraft transportation systems has also been enteopic in the U.S. Some of the
models listed in Table A.1 also split car into ‘cdniver’ and ‘car passenger’. This
separation reflects the interaction among indivislibhat participate together in certain
activities. For long-distance travel, especially fecreational and vacation trips, this joint
participation may play a significant role. This wghere disaggregate, activity-based
modeling of household travel needs can prove adgaous (see below).

To date nearly all of the disaggregate denrandels have been based on the theory
of traveler utility maximization or generalized tesinimization, and use multinomial,
nested, and mixed logit or similar forms of econttmemodel, each based on fitting a

the model to a set of revealed (RP) and/or statei@ence (SP) responses obtained from
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a survey of individual travelers or households. HBtuength of these models is their
ability to include a wide range of both traveletribtites as well as transportation service
attributes, the former either by developing semanaiodel calibrations for specific
traveler categories, or using dummy variables (@@pme group dummies), the latter by
inclusion of extra terms within the traveler’'s iilfunction. A key attribute of these
models is the form and content of these travelétyutunctions, which typically include
travel time and monetary expenditures (air, busrask fares, auto rental or owner
operating costs) as well as responses to frequeh®ervice offered and its on-time
reliability (see Table A.1).

The other two general modeling categories showFigure 3.1 refer to less popular
forms. The first type (Box 3) is termed direct derd modeling (DDMs) in the
transportation literature. These models attemptexplain travel frequency, mode,
destination and other attributes of personal trignmin a single estimation step, and in
most cases to date have tried to accomplish timg @gygregate, planning level data. This
approach avoids the complexities and conceptuaéssassociated with determining how
(and in what if any sequence) people organize tin@uel decisions, but usually does so
at the price of statistical accuracy and model gesd of fit. It appears to be most useful
when applied to corridor-specific studies, in whitle variety of tripmaking choices in
more limited and the data is typically more relatthan that used in statewide or
nationwide studies (see Volpe Center, 2009, forrgta).

The models located in Box 4 of Figure 3.1 espnt a growing trend in travel demand
modeling: the treatment of tripmaking as part @feason’s or a household’s daily travel

activity profile. An improved theoretical as wel ampirical basis is being sought here
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by treating travel as one set of choices that,@aleith other choices (such as where to
live, what recreational and employment activitiespuirsue) help to define a person’s,
and a family’s life style.

Also based on modeling using disaggregatayiohehl traveler response data, this
approach has yet to see a truly dedicated apmitati long distance travel forecasting.
Most models reviewed in Table A.1 started as tagda models: effectively estimating
each trip as if it involved a completely separatdeision-making process. However, a
movement from trip-based modeling towards a moawelr activity-based modeling
approach can be distinguished in the travel liteeain general, and especially among the
European models that incorporate a long distaneeetrcomponent. The majority of
these activity-based models are disaggregate demmaakkls, including the European-
wide model TRANS-TOOLS. (The STREAMS model on thieeo hand is an aggregate
European-wide model). A feature of such modelfeésdubstitution of individual trips as
the units of behavioral interest with daily tripasts. To be of value to long distance
travel analysis, this approach needs to be extetusullti-day, out-of-home travel tours
linked to a traveler’'s household/family structurel dusiness/employment practices.

The most promising uses of this activity-baapgroach are currently tied to the use
of microsimulation as an alternative method for reggting the results of disaggregate
travel demand models, making use of today’s higtedpcomputing to cost-effectively
generate many thousands, or millions, of individuigls, summing over these simulated
trips to produce aggregate population level O-Dvfibatrices that can be matched to a
set of base year planning totals (e.g. to the tatatber of long distance recreational trips

made by households in a given region in a giveanre class).
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Microsimulation offers a good deal more flakilp than traditional aggregation
methods (see Miller, 2003). By also taking advaatafjrecent developments in agent-
based modeling (ABM), micro-simulated trips candoeated after generating synthetic
travel “agents” in the form of individual traveleasd their families/households. Using
microsimulation to replicate travel decisions, ABNows a population of autonomous
travelers or households to interact among themseatveletermine what types of travel to
engage in, basing individual behaviors on a pessouirent socio-economic status, his or
her objective, and history of past actions.

Like microsimulation, ABM supports a bottom-@gpproach to estimating travel
activity patterns, and as such seems well suitetravel activity systems in which
individual tripmaking behaviors can be aggregatsdimetimes yielding unexpected
system-level effects known as emergent behaviee $&anford Bernhardt, 2007). That is,
a microsimulation/ABM approach allows all of the mgavariables affecting long
distance travel decision-making shown in Figure tlinteract in ways that more
artificially structured modeling frameworks havet been able to do. These methods also
make it easier than traditional four step modelseplicate such events as multi-stop,
multi-day travel activity tours of the sort oftessaciated with vacation or “road warrior”

business travel.

3.1.2 Demand Modeling in Practice: Mixed Method, Multi-Step Models

Over the past three decades it has becomacaeasingly common practice to use
hybrid aggregate/disaggregate demand modeling frames in transportation planning

studies (hence the dashed line from Box 2 back ¢a B in Figure 3.1). These
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frameworks try to offer the best of both worlds:bahavioral basis for determining
representative traveler utility functions and thessociated travel cost elasticities, tied to
a mechanism for expanding the resulting disaggeedamand model’s results to match
regional travel activity totals.

To date the most ambitious effort to constractomplete four step long distance
transportation planning model for U.S. long distate date is attributable to researchers
at the Virginia Polytechnic Institute and State \wémsity, whose TSAM (transportation
systems analysis model) produces estimates of Alomgadistance trips by air and auto
on a county-to-county basis (Baik et al, 2008). thA&n initial focus on air travel, the
TSAM framework starts with a set of survey-basedgladistance trip frequencies
(measured in person round-trips) broken down aaegrid state of origin (from the 1995
American Travel Survey). These purpose-specifie. (business and non-business) trip
rates are multiplied by a set of exogenously sepphnd household income stratified
U.S. county population estimates (and forecast®un§/-based trip attractions are
similarly expanded using a trip rate x total couatgployment for business trips, and a
trip rate x employment in service industries fondmsiness trips. These Os and Ds are
then distributed between U.S. county pairs usin@@gregate spatial interaction model
and an iterative proportional fitting routine to tieta county-to-county O-Ds to survey
expanded, state-specific tripmaking totdls.

Step three in the process, modal choice, ligedoas a two step disaggregate nested

logit model, which assigns each O-D flow to eitllee air taxi, commercial airline, or

3 A two state estimation process is used, due to &4t limitations. First, a state-to-
state spatial interaction model is calibrated, tthexse O-Ds are distributed between
individual county pairs using a Fratar method caised to state O-D totals.
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automobile mode after first determining the averagécomposite’ cost of commercial
air travel options by solving a logit model for \ted between each O-D pair's most
common embarkation-debarkation airport pairingsiaBar, Baik and Trani (2007)
describe this modeling as well as the applicatioa mixed logit model to the same data.
They also illustrate the use of door-to-door tras@s$t functions that incorporate airport
access and egress as well as airport waiting timgk faght delay costs: and the
difficulties of getting accurate data on trip ongtion and destination locations for this
purpose from past surveys. Finally, traffic roussignments for the commercial air travel
are estimated using travel time and fare-basedtikitygufunctions to calibrate a
multinomial logit model of alternative airport-teqaort routes selections. This is done by
fitting the O-D-M flows from the mode choice model alternative airport-to-airport
routes, using aggregated data on reported rouféctrneolumes from official and
commercial sources data sources.

The TSAM framework exemplifies the effort régad at the present time in
combining a broad range of data sources and mapgédichniques to obtain a set of
spatially disaggregated long distance O-D-M(ode)qR{se) travel matrices for the entire
United States. Similar multi-stage and multi-sedardravel modeling frameworks are
being used in the EU and elsewhere. Of these, tH& NIC, STEMM, STREAMS and
TRANS-TOOL modeling systems listed in Table A.1 édeen applied on a continental
scale in Europe, that is, on a geographic and pdipul scale similar to that required of a

U.S. long distance modeling system. Also of notesé and a number of the more

35 The air taxi model, for which data on travel cdastsiore limited, uses a Monte Carlo
distribution simulation model to carry out its @gsnents.
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elaborate national travel models are also movingatds a merger of passenger and
freight forecasting methods in order to captureommete set of transportation sector
activities, as well as to assign mixed passengegiit traffic volumes to regional and
national networks (and perhaps also to considebémefits associated with greater use
of mixed passenger-freight service options: sedl®auth and Wigan, 2008). Finally,
some of the non-U.S. modeling systems listed inl&a@l are beginning to explore
feedback loops between the traffic network assigrnragge of the modeling process and
the effects of any congestion costs captured mstep on the generation as well as the
distribution and choice of mode used by long distatrip makers. With high levels of
traffic congestion, and hence travel delays, exqgect many U.S. travel corridors (based
on the historical growth in multimodal travel volas), this is a modeling enhancement
that may become essential if federal or other atslwish to study the potential effects
of future traffic flow bottlenecks on overall netiperformance.

An additional study of interest here is theergbased microsimulation model of
intercity trip frequency and destination choiceHystein et al. (2009), developed for the
purpose of understanding the spread of pandem@asks such as avian and swine flu.
Applied to each household and each person in tBe tHe model employs a micro-level
implementation of the gravity model to simulateiundual-level intercity travel decisions
based on a zip-code level origin-destination syst&lso in the U.S., microsimulation of
long distance tripmaking is used in the Marylaratestide model (see Zhang, 2009), and
in the modeling of household travel in Oregon (Dainet al, 2009). Agent-based
modeling approaches have also been demonstratatyatscale networks by Zhang and

Levinson (2005).

64



Finally, a category of long distance travelexst represented in U.S. household
surveys is foreign visitors, notably foreign totsisLimited analysis of the within-U.S.
travel activity patterns of these visitors appe@ardave been carried out. The TSAM
framework discussed above does offer one beginnitigs area, modeling international
passenger enplanements (produced and attractddd aftion’s 66 international airports,
using regression based on gross domestic proddchiatorical enplanement data for 9
world regions (Baik et al, 2008). While detailed #&iavel data on these travelers is
collected from all of the commercial airlines makistops at U.S. airports, as part of the
Office of Airline Statistics”T-100" (InternationaSegments) databa¥edata on how
these travelers move around the country once tbayel the air travel system is not
collected; data on the traveler’s principal (oteatst first) destination should be reported

on their landing declaration.

3.1.3 Assessment of Current Modeling Practice

Miller (2003) provides an excellent summary, @ind suggestions for, needed
improvements in long distance travel demand modeimat is still relevant today. The
following list of modeling needs draws directly finohis list, while adding to and
commenting further on it:

» Limitations on O-D and Trip Purpose Detaithis is the single greatest weakness

of all efforts to model long distance travel toejawith the limited sample size of

passenger and household surveys preventing expaotiestimates on a sound

% http://www.bts.gov/programs/airline_information/
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statistical basis to anything but rather broadaegi O-D matrices, and in many
cases also to rather broad trip purpose categories.

Treatment of Access and Egress Mod&ke effects on access/egress mode
availability and user perceived costs (includingoimvenience as well as
monetary and time costs) need to be better capturdmbth our datasets and
demand models. Miller (2003) points to the use edtad logit modeling as one
means being used to capture such costs in a ti@hkeiconsistent manner. All
O-D travel costs should be “door-to-door” costanlilti-destination trip tours are
modeled these costs should be put on a home-bdobrie tour cost basis.
Treatment of Travel Costs and LOS Attributéstensions of traveler disutility or
generalized cost functions are needed that go loetfom ‘fare, time and service
frequency’ approach. These cost functions shouldllogved to vary according to
the types of trips or tours being made: by trippase, by number of days away
from home, and by number of travelers in the gratp,

Alternatives to Discrete Choice Modelinfo date many of the choices simulated
by microsimulation /ABM methods still rely heavibn the partial travel choice
probabilities generated by logit or similar diserehoice, disaggregate demand
(TG, TD, MC, TA) models. In the future alternativale-based choice systems
might also be explored, taking advantage of the festrictive functional forms
these methods make possible. Support for such methdl, however, require
supporting data collection efforts, including manedepth study of how travelers

make long distance travel decisions.
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* Making Traffic Congestion Endogenous to The ModelRnocessThe effects of
increased traffic volumes on traffic congestiontioed delays needs to be
modeled explicitly if policy analysis is to placeliance on a national or regional
model’s ability to evaluate the effects on travddenefits of adding or removing
significant modal capacity. Feedback from the icafbute assignment stage of a
model to the other steps in the traditional foepsinodeling process (i.e. the TG,
TD, MC steps) is one way to do this. Other, lesmmatationally intensive ways
also need to be explored.

* Alternatives to a Trip-Based Approach to BehavioRésponse:While the
number of trips between places is an important rpfan input, the behavioral
basis for generating these volumes needs to bedeskr to the daily and
seasonal activity patterns of travelers who ofteganize their long distance travel
activities in the form of multi-destination out-bbme trip tours. Household
characteristics need more attention here, notablerev leisure trips are
concerned.

» Foreign Visitor Trips: More attention needs to be given to modeling theelr
activity schedules and destinations of foreigntersi, principally those of foreign
tourists.

Many of the shortcomings of current models eiesely tied to the limitations of
existing datasets. Much past “travel modeling” imfact been focused on filling gaps in
current data sources, or on finding ways to cogl Whnitations on the travel as well as
traveler details provided by past household survByge to the current status of long-

distance travel models and the lack of sound d&tathworth and Hu (2010) addressed
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the importance of developing an American long dista personal travel data and
modeling program and prepared a roadmap for theerdedHighway Administration

(FHWA). Further research and development activéiesongoing.

3.2 Indirect Emission and Long-Distance Personal Travel

A number of recent life-cycle analysis (LCAjudies of alternative vehicle/fuel
technologies started to include “indirect” emissiam their estimates. It was emphasized,
however, that these indirect emissions estimatee wgproximate. Not only is the state-
of-the-art in calculating such indirect emissioms iis early stages as far as most
transportation modes are concerned, no two majmliet have adopted the same set of
steps to measure these emissions, or made the assuenptions regarding energy
consumption rates from the individual activitiegyhinclude in their “cradle-to-grave”
LCA methodologies.

To date, the most comprehensive LCA of passet@nsportation in the U.S. has
been completed by Mikhail Chester and Arpad Honadtthe University of California,
Berkeley (Chester and Horvath 2008, 2009a and 2000ther studies and models
(Delucchi, 2003, The Climate Registry, 2008, Gr&asign Institute 2009, ANL 2009,
MacLean and Lave, 2003) have analyzed single mosf@s;ific phases or particular
externalities, but none have performed a compleBA Lincluding multiple modes,
vehicles, infrastructure, and fuel inventories. §be and Horvath’s method quantifies
energy inputs and emissions associated with thieedlife cycle of the fuels, vehicles,
and also many of the built infrastructures (roadsydyacks, terminals, depots, parking
structures, offices, etc) and other support d@etwi(notably insurance) required to

support these vehicle movements. They accomplishuging a combination of the two
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most common forms of LCA: a highly detailed processlel that quantifies each of the
resource inputs and environmental outputs at edabesin the vehicle, fuel, or
infrastructure production process, and an econaniat-output analysis that integrates
traditional I/O modeling with environmental databado produce an inventory analysis
of the entire supply chain associated with a producservice (see Hendrickson et al,
1998; Green Design Institute, 2009). The envirorsadeperformance is calculated for
each component in the mode’s life cycle, and is th@malized per passenger-kilometer-
traveled (PKT). Detailed analyses and data usedn@mmalization can be found in
Chester and Horvath (2008 and 2009). Their resats be used to factor up the direct
vehicle activity-based emissions to a more complepeesentation of the life-cycle GO
emissions associated with each transportation mbaey conclude that “Current results
show that total energy and greenhouse gas emisBiorease by as much as 1.6X for
automobiles, 1.4X for buses, 2.6X for light raill X for heavy rail, and 1.3X for air over

operation.”

The following chapter describes a researchiagmh for estimating direct and indirect
GHG emission for transportation. This approachudek individual modes and vehicle
types at the corridor, rather than national or llotevel. The method only includes
passenger transportation and distinguishes highwanpsit (all different modes), air
travel, and passenger (high-speed) rail. Estimatesmade for emissions within three
corridors with a maximum length of 400 miles foretlgear 2008. Passenger travel

between metropolitan areas has been growing rapialyit would be interesting to know
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how a mode shift from air and highway to less poily modes would affect carbon
emissions.

These estimates provide a database from wdnabksion reduction opportunities will
be identified and the impacts of different techigods and policies will be estimated.

Based on these estimates, policy recommendationbecdeveloped.
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4 METHODOLOGY

This section describes the conceptual framkwod the research approach that will
be used to develop a methodology for estimatingnhtercity passenger GHG emissions
inventory and the approach to assess the impadiffefent technologies and policies.

The methodology was developed with a special fatuke corridor level.

4.1 Conceptual Framework

A method for quantifying transportation GHGissions would include a full lifecycle
analysis for all transportation modes, both passelagd freight transportation. Rather
than just analyzing end-use emissions (i.e. emmssimom fuel consumed for powering
vehicles) it is important to include upstream amavdstream emissions as well. A full
lifecycle assessment (LCA) of transportation emossi should take into account all
emissions from the key components that make upn#i®mn’s transportation system:
vehicles, fuels, and infrastructure (EPA, 2006).

EPA distinguishes three lifecycle stages imcWwlemissions occur (EPA, 2006):

1. Upstream Emissions — Upstream emissions aree thiwst occur before a
product is used, including extraction of raw maksti processing, manufacturing,
and assembly. Sources of upstream emissions incluge fuel combustion

associated with these processes, as well as ‘fafjigmissions, such as venting

and/or flaring of natural gas from oil wells or nal gas plants.

2. Direct Emissions — Direct emissions occur duritige operation and
maintenance of vehicles.

3. Downstream Emissions — Downstream emissions roatuhe end of the
lifecycle and are associated primarily with dispossources of downstream
emissions include fuel combustion used during diapacollection of municipal
solid waste, and landfills.
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Figure 4.1 displays the conceptual framewankd detailed lifecycle assessment of

transportation GHG emissions based on the modespa@eents and stages mentioned

above.
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Figure 4.1: Conceptual Framework

A lifecycle assessment of transportation eimisscan be useful in evaluating policies
and strategies. This approach is increasingly igsetbmpare emissions from different
fuel types (EPA, 2006), but can also be appliedcamparison of different vehicle
technologies, and differences across transportatioaes. The policy component is

shown in Figure 4.1 as well.
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4.2 Research Framework

This research will focus on passenger trariapon only and will analyze emissions
from passenger highway, bus transit, passengetarall passenger air. Freight modes are
not included, so waterways and pipelines as a wiaoée outside the scope of this
research. The lifecycle assessment will includedhey components: vehicles, fuel and
infrastructure. Recent results from the LCA literat are used to combine direct and
indirect emissions on a per vehicle mileage bgwmisducing an estimate of the total
“upstream” (EPA, 2006) plus direct G@missions from intercity travel activity. These
indirect emissions estimates are approximate atsfaige. Not only is the state-of-the-art
in calculating such indirect emissions in its eatages as far as most transportation
modes are concerned, but no two major studies &dopted the same set of activities to
measure these emissions, or made the same assosngarding energy consumption
rates from the individual activities they include their “cradle-to-grave” LCA
methodologies. Using selected values from the telitemature the research results are
meant to be illustrative of the range of £&nissions likely to be occurring. Downstream
emissions (e.g. disposal of vehicles, oil prodactd infrastructure) are not included. The

framework for this research is shown in Figureaszolored blocks.
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Figure 4.2: Research Framework

4.3 Research Approach

The research approach consists of six steps assindvigure 4.3.
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Research Approach

Step 0: Develop Conceptual
Framework and Methodology

Step 1: Identify Candidate
Corgidors

1k

Step 2: Conduct Corridor Analysis

I

Step 3: Conduct Policy and
Strategy Application

Step 4: Develop Conclusionsand
Recommendations

Figure 4.3: Research Approach

4.3.1 Step 0: Develop Conceptual Framework

the next steps.

The conceptual framework for a full lifecy@desessment for transportation emissions
has been discussed above, as has the framewonkithla¢ used for this research. Based
on this conceptual framework the methodology fowellgping intercity passenger
transportation C@emission inventories was developed. This methapole shown in

Figure 4.4 and was used for the analysis of sewnaidors and policy applications in

75




Methodology For Developing Intercity Passenger Transportation CO, Emission Inventories

Step 1: Esti Number of Trips By Mod

Use The Best Available Data or Estimates

Existing Rail: Amtrak

Air: OAIl

Highway: NHTS and ATS

Step 2: Estimate Direct CO, Emissions

Auto:

VMT = (Trips/Veh
Occupancy) *
Distance

Fuel Consumption
= (VMT * Fuel
Shares)/Avg MPG

CO; Emissions =
Fuel Consumption
* Heat Content *
Carbon Coefficient
*44/12

By Aircraft Type:

CO; Emissions =
#of Flights *
(LTO Cycle
Emissions +
Cruising CO,
Emissions Per
Hour * Cruise
Time)

Existing Rail:

VMT =
#of Trains *
Distance

CO; Emissions =
VMT * CO,
Emissions Per
VMT

(Calculated By
Segment, Based
on Ridership)

Bus:

VMT = # of Buses
* Distance
Fuel Consumption
= (VMT * Fuel
Shares)/Avg MPG
CO; Emissions =
Fuel Consumption
* Heat Content *
Carbon Coefficient
*44/12

(Calculated By
Segment, Based
on Ridership)

HSR:
VMT =
#of Trains *
Distance

CO; Emissions =
VMT *
(Electricity
Consumption per
VMT * Emission
Coefficient For
Electricity
Generation)

(Calculated By
Segment, Based
on Ridership)

A/E Emissions:

A/ETrips By A/E
Mode = Number
of Main Mode
Trips * A/E Mode
Shares
A/E Miles
Traveled = A/E
Trips * A/E
Distance
A/EAuto
Emissions = See
Main Mode Auto
A/EBus/Rail
Transit Emissions
=PMT * Avg CO,
Emissions/PMT

Step 3: Estimate Indirect CO, Emissions

Total Emission = Direct Emissions * Multiplication Factor

Based on Chester and Horvath (2008)

Multiplication factors: 1.6 for Auto, 1.3 for Air, 2.1 for Intercity Rail, 3.0 for Rail Transit, 1.4 for Bus, 4.0 for HSR

Figure 4.4: Methodology For Developing Intercity Pasenger Transportation CQ
Emission Inventories
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4.3.2 Step 1: Identify Candidate Corridors

The methodology is developed with a special foduthe corridor level. Because of the
increased interest in high-speed rail and its g@keno reduce transportation GHG
emissions, the three corridors selected for thidystre federally designated high speed
rail corridors. There are 11 such corridors in th&. (see Figure 4.5). Most of these

corridors are still in the planning stages.

U.S. Department
of Transportation

Figure 4.5: U.S. Designated High-Speed Rail Corrids
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In addition to being a designated high-spewddor, the three corridors were selected
based on a maximum distance of 400 miles and datidahility. The selected corridors
are®’

1. California.

California is pursuing continued improvements tasemg passenger rail corridor

services and a new high-speed rail (HSR) systemceSthe 1980s, the State of

California and Amtrak have made significant investits in equipment and facilities

to develop three passenger rail corridor servicdke San Joaquins (Bay

Area/Sacramento—Central Valley, with bus connestimnL.A.); Capitols (San Jose—

Oakland—-Sacramento—Auburn); and Pacific Surflin&an Luis Obispo-L.A.—San

Diego). In 2008, total intercity ridership on Califiia's state-supported corridor

trains—at 5.5 million—accounted for one fifth of &ak's passenger-trips nationwide.

A strategic plan was prepared for improvement efRacific Surfliner Corridor from

Los Angles to San Diego eventually running at speddip to 110 mph.

2. Pacific Northwest

Designated as a high-speed rail corridor in 19818, 466-mile route houses Amtrak

corridor and long-distance trains, Sounder commségvices in the Seattle region,

and the freight trains of the owning railroad compa (Union Pacific and BNSF).

Amtrak's Cascades service links Eugene and Portl@neégon with Tacoma and

Seattle, Washington and Vancouver, British Colum&imce its 1992 designation,

the FHWA and FRA have jointly allocated $8.395 iuill for grade crossing

improvements in this corridor, primarily betweernrtmd and Seattle. Between 1994

37 Corridor description from: http://www.fra.dot.g®éges/203.shtml (last viewed on
October 9, 2010)
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and 2007, Washington (with participation from Onegmvested a total of some $700
million from all sources to upgrade track and slgssstems, renovate stations, and
purchase trains to operate on the Pacific Northw€strridor. Incremental
improvements are planned to eventually support frifh service with greater
frequencies on the Portland-Seattle—Vancouvergodf the corridor.

. Keystone

The designated Keystone Corridor consists of tway vdifferent segments:
Harrisburg—Philadelphia (Amtrak owned) and Harrrgpdrittsburgh (Norfolk
Southern ownedkast of Harrisburg: Sharing some of the operating characteristics
of the Northeast Corridor (NEC) main line, the Aakitowned and -operated
Philadelphia—Harrisburg segment (104 miles) is duneapassenger corridor, with
frequent intercity trains (14 round trips per ageravorkday, most of which operate
on the NEC beyond Philadelphia to New York) and cwter trains for part of the
route near Philadelphia. This line has multipleks full electrification, and almost
complete grade separation from the highway gride Temaining three public
highway grade crossings on the Philadelphia—Harrgsbsegment are being
eliminated with current projects. Amtrak is plarmiadditional improvements. Speed
on the line is now up to 110 mph. Station improveteeand new construction are
being pursued at Lancaster and Elizabethtoast of Harrisburgin contrast with
Amtrak's portion of the Keystone Corridor, the segmbetween Harrisburg and
Pittsburgh is a heavy-duty freight railroad, owraedl operated by Norfolk Southern
(NS), with only one passenger train round trip pday, the Pennsylvanian (New

York—Pittsburgh), over its mountainous topography.
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Emissions are quantified for door-to-door &law these corridors in detail. Modes to

be analyzed include auto, bus, passenger railiand a

4.3.3 Step 2: Conduct Corridor Analysis

Estimating intercity passenger GHG emissiongmtories requires an extensive travel
activity data set, a validated and established ateti modeling long distance passenger
travel movements either across the entire countrgoooss a single state, and reliable
data on life-cycle emissions. As has been discuss&hapter 3, the state-of-practice of
long-distance modeling in the U.S. is not suffitiéar detailed analysis, data is scarce,
and the state-of-the-art in calculating indiref#-tycle emissions is in its early stages as
far as most transportation modes are concernedetNeless, it is useful to use the best
available data to demonstrate the proposed frantevwwmod model structure and to
conduct a life cycle assessment of GHG emissiotisimihe three corridors identified in
step 1. The specific characteristics for each dorriwill be taken into account. If
possible, local detailed data was used. When bettetels and data become available,
these should be used in the proposed frameworlstancture.

For highway (automobile, intercity bus), pasger rail and air travel, carbon dioxide
emissions were estimated. The estimated emissiens based on life-cycle emissions,
SO in addition to end-use carbon emissions, fuehiole, and infrastructure production
emissions were taken into account. The UC Berksleygly by Chester and Horvath

formed the basis for calculating these upstreanssoms.
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The main steps and data sources used for estimattegcity travel activities and

emissions were:

1. Estimate 2008 AMTRAK ridership for city pairs withithe corridor based on
ridership by distance data provided by Amtrak foiststudy and Amtrak
boardings data for each station

2. Estimate the number of trips for highway modes dasethe results from step 1,
2008 OAI air travel activity data, and publisheceeage mode shares based on
NHTS data.

3. Estimate direct “base-case” carbon dioxide emissifsam travel activities by
using published numbers on fuel efficiency, btu eabon contents

4. Estimate indirect carbon dioxide emissions by usegults from published life-
cycle analysis studies.

The following sections explain these steps in naeil and present the results for the

three corridor analyses using the steps above.

4.3.3.1Step 2.1: Estimating 2008 AMTRAK ridership

For this study Amtrak provided ridership dhtadistance intervals of 100 miles for
each of its routes. In addition, number of boardiagd alightings data was available for
each station on the different routes. Each cityitstapair was categorized based on the
100 miles distance intervals and the number ofdings were used in a gravity model to
estimate the ridership between the city pairs Hovis:

Tij = Gj 1 Y, Gai city pairs * Total Ridership For Distance Interval
Where G is the gravity model used:

Gj = (B * By)/d’
Where
Bi = Number of boardings and alightings in city i

B; = Number of boardings and alightings in city j
d;j = distance between city i and city |
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= parameter of transportation friction. Thealue was calibrated to estimate ridership
with a 90% accuracy. For the Cascades R@ute1; Coast Starlighp = 0.5; Pacific
Surflinerp = 0.05; Keyston@ = 0.1; Pennsylvaniap= 1.5

If a station served more than one Amtrak rodke number of boardings and
alightings for each of those routes was estimateskth on total ridership ratios between
the different routes. Table 4.1 presents the diffeAmtrak routes for each major city in

the study corridors. For the California corriddrg tOakland train station was analyzed

instead of San Francisco, since there is no dimeth from San Francisco to Los

Angeles.
Table 4.1: Amtrak Routes by City
Amtrak Routes By City/Station
City Routes
Eugene Coast Starlight; Cascades
Portland Coast Starlight; Cascades; Empire Builder
Seattle Coast Starlight; Cascades; Empire Builder
Pittsburgh Pennsylvanian; Capitol Limited
Harrisburg Pennsylvanian; Keystone

Pennsylvanian; Cardinal / Hoosier State; Acela Esgr
Philadelphia Keystone; Crescent; Carolinian/Piedmont; Northeapt
Regional; Silver Service/Palmetto; Vermonter
San - - . .
Francisco/Oakland Coast Starlight; San Joaquin; Capitol Corridor
Southwest Chief; Texas Eagle; Pacific Surflinera§to

Los Angeles Starlight; Sunset Limited

San Diego Pacific Surfliner

Source: Amtrak (www.amtrak.com)
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The system is assumed to be closed, meanaga¥er time, the number of trips from
city i to city j equals the number of trips frontycj to city i. According to BTS daf§
national business travel accounted for 16% of @digl distance travel in 2001 (2001
NHTS). According to the 1995 American Travel Sur¢@y'S), national business travel
accounted for 229%. In this study the 2001 share will be used ans shiare is assumed
to apply to rail travel as well. The Amtrak Ridegslestimates for the three corridors are

shown in Table 4.2.

Table 4.2: Amtrak Ridership Pacific Northwest, Keysone and California Corridors

City Pair Distance Total Ridership B'usines.s
(miles) (2008) Ridership
Pacific Northwest
Eugene — Portland 124 23,648 3,783
Portland — Seattle 186 86,203 13,792
Eugene - Seattle 310 4,757 761
Keystone
Pittsburgh —Harrisburg 249 5881 940
Harrisburg — Philadelphia 104 35157 5625
Pittsburgh — Philadelphia 353 5000 800
California
San Francisco — Los Angeles 381 1718 274
Los Angeles — San Diego 121 123395 19734
San Francisco — San Diego 502 898 143

38

http://www.bts.gov/publications/america_on_the_gohusiness_travel/html/entire.html
39 http://www.bts.gov/publications/1995_american_éfasurvey/us_profile/index.html
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4.3.3.2Step 2.2: Estimating number of trips for highwad air modes

As has been discussed in Chapter 3, currehlye is no single database and no
established method of modeling long distance passenavel movements either across
the United States or across a single state. Franrdébent examples of long distance
travel demand studies presented in Chapter 3, tiigeMmodel seems to be most suitable
for this study to estimate trip diversions whereavimode is implemented, but this model
is not sufficient to estimate the absolute basebrof trips by mode for the corridors in
this study. To estimate the number of air trips aativity data from the Office of Airline
Information (OAIl) was used. The results from step, 2he OAI air activity data, and
published average mode shares served as a bas#inwate the number of trips for
automobile and bus.

Table 4.3 shows the OAI Market trips for 206B8the Pacific Northwest Corridor, the
Keystone Corridor and the California Corridor. Biess travel is assumed to account for

16% of all trips.
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Table 4.3: OAI Air Market Trips (2008)

Total Trips Air - Pacific Northwest Business Trips Air - Pacific Northwest
From\To Eugene Portland Seattle From\To Eugene Portland Seattle
Eugene 0 54,572 58,057 Eugene 0 8,732 9,289
Portland 57,357 0 435,449 Portland 9,177 0 69,672
Seattle 54,841 430,964 0 Seattle 8,775 68,954 0
Total Trips Air - Keystone Business Trips Air - Keystone
From\To Pittsburgh Harrisburg Philadelphia From\To Pittsburgh Harrisburg Philadelphia
Pittsburgh 0 8,233 348,520 Pittsburgh 0 1,317 55,763
Harriburg 8,207 0 61,499 Harrisburg 1,313 0 9,840
Philadelphia| 330,120 58,563 0 Philadelphia 52,819 9,370 0
Total Trips Air - California Business Trips Air - California
From\To |San Francisco LosAngeles San Diego From\To |San Francisco Los Angeles San Diego
San Francisco 0 1,240,567 644,993 San Francisco 0 198,491 103,199
Los Angeles | 1,240,152 0 241,242 Los Angeles 198,424 0 38,599
San Diego 668,152 274,714 0 San Diego 106,904 43,954 0

The 2008-9 NHTS data does not give us anyglsnto modal trips by distance for
trips longer than 31 miles. Therefore published12RBITS numbers are used. According
to the 2001 NHTS nearly 94% of the 100 to 249 mhilssiness trips are by personal
vehicle. In the 250- to 499-mile range, the persoeaicle’s share of trips declines to
67%, while the airplane accounts for 31% of thpstriThe ratios between OAI data and

the estimated Amtrak ridership were used to caleutail share for each corridor and the

remainder was attributed to bus. Table 4.4 preghatsanges of mode shares used.
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Table 4.4: Mode Shares Business Trips

Mode Shares - Business Trips (%)
Distance (miles) | Auto Air Rail Bus
100-249 94 3.5-4.5 1.3-2 0.4
250-499 67 31-32 0.5-1.3 0.4

The report ‘America on the Go’ (BTS, 2006) yades insight on mode shares for non-
business trip purposes, which formed the basighferestimation. Rail is based on the
OAl/Amtrak ratio, and bus shares are adjusted toemoeed Greyhound’s capacity. This
resulted in much lower bus shares than the natiamarage (2%), but this can be
explained by the fact that rail mode is an altéweator the corridors in this study, but is

not currently an alternative for most parts of th&. The results are shown in Table 4.5.

Table 4.5: Mode Shares Non-Business Trips

Mode Shares - Non Business Trips (%)
Distance (miles) | Auto Air Rail Bus
100-249 96-97 1.5-2.75 0.75-1 0.p
250-499 90 8.25-9.5 0.75-1.25 0.p

Based on these mode shares the number offtrighe auto and bus modes and the

total number of trips for each corridor was calteda The air data served as the reference
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point, since this is the most reliable of the aalé data. The results for the three

corridors are shown in Figure 4.6 and Table B.Appendix B.

Number of Trips By Corridor (1000s)
70000
58727
60000
50000
40000
34455 m Bus
M Rail
30000 .
| Air
m Car
20000
14664
10000
0 T T 1
Pacific Keystone California
Northwest

Figure 4.6: Total Number of Trips by Corridor

4.3.3.3Step 2.3: Estimating direct “base case” carbonid®memissions

The results from step 2.2 formed the basisefstimating the direct transportation

energy and carbon emissions for each mode.
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Auto

For the calculation of automobile fuel constiom two data sources were used. Oak
Ridge National Laboratory’s (ORNL) Transportationegy Data Boo¥ and FHWA's
Highway Statistics Publications were used for tredcwdation of the average fuel
consumption for cars. Table A.1 in the TranspastatEnergy Data Book reports the

following automobile fuel shares:

Auto Fuel Shares (2008)
Gasoline 0.728
Gasohol 0.267
Diesel 0.005

Highway Statistics reports a 2008 averagesriiaveled per gallon of fuel consumed
of 19.7 mpg. Based on EPA’s city and highway tesiis, average is adjusted by a factor
of 1.15 to reflect highway driving, resulting in.B8 mpg. This average mpg was used
for all three fuel types and was assumed to apgionwide. By doing this the
differences in the fuel mix across regions wereaagtured. These differences are taken
to be comparatively small, especially when compat@dother possible sources of

variation in the available data.

The calculations in step 2.3 resulted in total pagser trips. For the calculation of the
energy consumption and carbon emissions, vehiclesmare needed, which was

calculated as follows:

Vehicle Miles Traveled = Passenger trips/Avg Vé&hidccupancy * distance
between city pairs

“0 http://cta.ornl.gov/data/Index.shtml
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According to the 2001-2 NHTS the average vehicleupancy for intercity travel is 1.6
passengers per vehiéfe. By multiplying the vehicle miles by the fuel skarand
dividing these values by the average mpg'’s, thebmrmf gallons of fuel consumed for
each city pair was calculated.

For the calculations of Btus and carbon emissipublished numbers for the heat and
carbon content for different fuels were used. Fasaipol the same values were used as

those for gasolifé. These numbers are presented in Table 4.6.

Table 4.6: Default Energy and Carbon Content Coeftiients

Heat Content for Fuels (Btu/gal)
Gasoline Diesel Gasohol LPG/Propane
125,000 138,700 120,900 91,300

Carbon Coefficients (Tg/QBtu)
Gasoline Diesel Gasohol LPG/Propane
19.34 19.95 19.34 16.99

By multiplying the total gallons of fuel consumey the net heat content, the total Btus
for each city pair were calculated. Multiplying eenumbers by the carbon coefficients

(reported in Table 4.6 as Tg/QBtu, or Teragrams Qesadrillion Btu) gives the

*1U.S. Department of Transportation, Bureau of Tpantion StatisticdNational
Household Travel Survey 2001
http://www.bts.gov/programs/national_household_gtasurvey/

2 This approach was based on the description amdeaontent numbers reported in
the US Energy Information administration’s (EIAANNEX B. Methodology for
Estimating the Carbon Content of Fossil Fuels” @0Which reports gasohol as part of
its average gasoline carbon content per Btu estimat
http://yosemite.epa.gov/oar/globalwarming.nsf/UmifayLookup/LHOD5MJQ62/$File/
2003-final-inventory_annex_b.pdf
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transportation carbon footprint for each city p&esults were multiplied by 44/12 to

convert from carbon to carbon dioxide (80O

These steps result in the automobile emissionthfothree corridors presented in Figure

4.7 and in Table B.2 in the Appendix.

Direct Auto Emissions By Corridor (MMT CO2)
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Figure 4.7: Automobile Emissions (in million metrictones)

Air

For the calculations of the air passenger spartation-related CO emissions,
published data on aircraft and engine specific siois during landing and take-off
cycles (LTO) and during cruising was used. Thedeegawere multiplied by the number
of flights and by the cruise time, respectively.\Odirect flights have been considered
for this study, except for the Harrisburg-Pittsbuigpnnection, where there were none.

The best connecting flights from Harrisburg to $tittrgh and Pittsburgh to Harrisburg
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connect in Washington Dulles International Airpdfor this city pair the emissions
calculations were therefore split up into the tvegrents. For each segment the ratios
between the number of trips for Harrisburg-Pittgihurand the number of trips for
Harrisburg-Washington and Pittsburgh-Washingtonewgsed to estimate the emissions
that can be allocated to the Harrisburg-Pittsburglielers. Note that for the other city
pairs in the study corridors all emissions for efigfht were allocated to the city pair
trips. By doing this, the fact that other connegtiravelers, traveling through a city, may
be on the flight as well is being ignored. Not eglowata was available at this time to
consider those trips. Table 4.7 summarizes théatflagtivity for the three corridors. For
Harrisburg-Pittsburgh an aircraft combination isem, reflecting the connecting flights

through Washington Dulles.
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Table 4.7: Daily Plane Counts By City Pair

Plane Count by City Pair - Pacific Northwest
Eugene Portland Seattle
Dash 8 Embraer  Canadair Dash 8 Embraer  Canadair Dash 8 Embraer Canadair
Q400 120 700 Q400 120 700 Q400 120 700
Eugene 0 0 0 4 4 0 4 0 0
Portland 3 5 0 0 0 0 20 12 2
Seattle 4 0 0 20 12 2 0 0 0
Plane Count by City Pair - Keystone
Pittsburgh Harrisburg Philadelphia
Embraer Embraer
. Embraer ) Embraer
Airbus . . 145+ Dash 8 170+ Dash 8 Airbus . )
319/320 170/175- Boeing 737 Boeing 757 Embraer Q400 Embraer Q400 319/320 170/175- Boeing 737 Boeing 757
CRJ700 CRJ700
170/CRJ700 145
Pittsburgh 0 0 0 0 0 0 4 0 4 7 1
Harrisburg 0 0 0 0 4 0 0 9 0 0 0
hiladelphi 2 4 7 2 0 9 0 0 0 0 0 0
Plane Count by City Pair - California
San Francisco Los Angeles San Diego
Airbus CRJ700 Boeing Boeing| Airbus Embr Embr CRJ700 Boeing Boeing| Airbus Embr Embr CRJ700 Boeing Boeing
319/320 /900 737 757 |319/320 120 140 /900 737 757 [319/320 120 140 /900 737 757
San 0 0 0 0 19 0 0 2 16 4 8 o 0o o 0 3
Francisco
Los
19 2 18 4 0 0 0 0 0 0 0 10 12 14 0 0
Angeles
San Diego 9 0 10 2 0 10 12 14 0 0 0 0 0 0 0 0
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The aircraft-specific emission and fuel data amarmsarized in Table 4.8.

Table 4.8: Aircraft-specific emissions and fuel casumption

Aircraft Specific Emissions

LTO cycle CO, Fuel Flow CO; Emissions

Aircraft Type Emissions Cruising Cruising
(kg/LTO) (kg/hr) (kg/hr)
Airbus 319/320 2,560 2,600 8,190
Boeing 737 2,905 2,377 7,488
Boeing 757 4,110 3,120 9,828
Canadair 700/900 2,070 1,680 5,292
De Havilland Dash 8 Q400 945 1,000 3,150
Embraer 120 945 1,000 3,150
Embraer 140/145 1,500 850 2,678
Embraer 170/175 2,070 1,680 5,292
Embraer 190 2,700 2,500 7,875

Sources:
IPCC (1996)

Romano et al. (1997)

http://www.airlines-inform.com/commercial-aircraft/ SAAB-34tm|
http://www.aerospace-technology.com/projects/crj700/spak.h
http://www.airsimmer.com/support/index.php?showtopicz20
http://cf.alpa.org/internet/alp/1999/mayQ400.htm
http://www.airliners.net/aviation-forums/tech_ops/read.ni&i5284/
http://www.flyvip.ru/eng/index.php?option=accatalog&ltemB&func=show&info=mnf&objid=8
http://www.b737.0rg.uk/techspecsdetailed.htm

http://www.airbaltic.com/public/fleet.html
http://www.pprune.org/african-aviation/294265-crj900-desteator-fajs-2.html
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The results for C@emissions from passenger air travel for the Radiorthwest, the

California and the Keystone Corridor are showniguFe 4.8 and Table B.3.

Direct Air Emissions By Corridor (MMT CO2)
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Figure 4.8: Air CO; Emissions (million metric tonnes)

Ralil

Existing passenger rail G@&missions are based on most commonly used diesel
powered trains. Chester and Horvath (2008) estuindie operational C{emissions per
VMT for Amtrak’'s Caltrain at 11.4 kg/VMT. These nbers formed the basis for
calculating emissions of the Amtrak trains in tlericors in this study. Within the study
corridors, the same train service passes throughrak cities in the corridors. Therefore,
emissions have been calculated by segment, basettheomatio between passengers
traveling from A to B and passengers traveling fidrto C through B. By doing this, the
emissions for each city pair were estimated propaatly to their share of ridership on a

particular train. Even though the trains stop &es& other stations in between two cities

94



as well, this ridership has not been taken intosmeration for the emission calculation
due to lack of data.
The results for COemissions from passenger rail travel for the troeeidors are

shown in Figure 4.9 and Table B.4.

Direct Rail Emissions By Corridor (MMT CO2)
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Figure 4.9: Rail CO, Emissions (million metric tonnes)

Bus

The emissions for bus travel were calculatedaisimilar way to auto emissions.
According to the Eno Transportation Foundation @0®uel use for intercity buses is
100% diesel. According to FHWA's Highway StatistiPsiblications the average fuel

consumption for buses is 6.1 mpg.

The bus VMTs can be calculated by multiplythg number of buses by the distance.

Following the steps discussed in the auto sectienCQ emissions for bus travel can be
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calculated. Similar to rail, bus services passughoall three cities in the corridors. Bus
emissions were therefore, similar to rail, estirdgbeoportionally to the ridership share

for a given city pair by segment.

The results for the three corridors are shown gufé 4.10 and Table B.5.

Direct Bus Emissions By Corridor (MMT CO2)
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Figure 4.10: Bus CQ Emissions (million metric tonnes)

High Speed Rail

Emissions associated with High Speed Rail (H8&vel are based on electric rall
service. Chester and Horvath (2008) estimated pleeadional electricity consumption for
the Swedish X2000 high speed rail system at 32 KAMAL. By multiplying this
consumption by the GHG Emissions coefficient fac#iicity generation (See Table 4.9)

the emissions per VMT were calculated for eachidorr Multiplying this by distance
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and number of trains gave the emissions for eachdoo. Like existing rail and bus,

HSR emissions for each city pair were calculateghprtional to their ridership share.

Table 4.9: GHG Emission Coefficient for Electricity Generation

CO, Emission Coefficient Electricity
Generation
State kg CQkWh
Washington 0.123
Oregon 0.184
Pennsylvania 0.557
California 0.301
Source: EIA (2008b) Table A-1
For the Pacific Northwest Corridor, the average for
Washington and Oregon was used to calculate
emissions

High speed rail emissions for each corrider@esented and further discussed in

‘Step 4: Conduct Policy and Strategy Application’.

Access and Egress Transportation Emissions

For the modes air, rail, HSR and bus, it ipaniant to incorporate the emissions from
traveling to and from the airport or station ink® tcarbon emissions inventory. Access
and egress emissions were calculated based ondtie share used for transportation to
and from airports and stations for each city. A2@€port from the Airport Cooperative

Research Program (Coogan, 2008) provides a sumpfagyound access services to
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America’s airports for major cities. The ACRP’s dings were used in this study to
estimate transportation activity by mode to andmfrthe airports and stations in the
corridors. For cities that were not included in h@RP report (Eugene, Pittsburgh and
Harrisburg), averages for the region were usedckas that do have rail transit, but not
to the airport (Pittsburgh, Los Angeles and SangbDje estimates were made for A/E
mode shares to train and bus stations based omgesefrom cities that do have ralil
transit to the airport. The mode shares for 2008te study corridors are presented in

Table 4.10.

Table 4.10: Access and Egress Mode Shares

Access/Egress Mode Shares (%)
City Highway  Bus/Van Rail
Eugene 972 9 0®
Portland 90 4 6
Seattle 89 11 0
Pittsburgh 94 (93f° 6 (4f° 0 @3P°
Harrisburg 94 6 0?
Philadelphia 93 4 3
San Francisco 77 16 7
Los Angeles 87 (83f 13 0 (4f
San Diego 91 (87% 9 0 (4Y
Source: Coogan (2008)
#Estimated based on region
® A/E mode shares for Rail/Bus as main mode are in parenthesis
different than Air
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These shares were multiplied by the total nemdd trips for each main mode (air,
rail, bus) to get the number of access and egrgsskly A/E mode by Main Mode. The
number of trips were then multiplied by the averay& distance to get the A/E
Passenger Miles Traveled (PMT) by A/E mode. Theaye A/E distance was based on
city size, and number and location of airport/stagi Distances to bus and train stations
are assumed to be the same. The average A/E distémrcmain modes air, bus and rail
for each city are presented in Table 4.11. Thd #fa distances for a city pair (origin +

destination) is the sum of A/E distance for eath ci

Table 4.11: Access and Egress Distances

Access/Egress Distances (miles)
Main Main
City Mode Mode
Air Rail/Bus
Eugene 15 10
Portland 20 15
Seattle 25 15
Pittsburgh 25 10
Harrisburg 15 10
Philadelphia 20 15
San 15 10
Francisco
Los Angeles 30 20
San Diego 20 15
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The emissions for A/E mode auto were calcdldte same way as has been described
in the section on auto as main mode, using VMT] &lares, average MPG, heat
contents and carbon coefficients. The emissions Atif mode bus and rail were
calculated by multiplying the PMT for each modepuplished data on carbon emissions
per PMT for both modes (bus/van: 100gC/PMT; rainsit: 40gC/PMT (Chester and
Horvath, 2008)). This average does not take intwsicieration the differences per city,
for example, in electricity mix.

The total direct access and egress emissi®ngell as the share of these emissions

compared to the main mode emissions are presantaédure 4.11 and Table B.6.

A/E Emissions By Main Mode (MMT and Share)
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Figure 4.11: Access and Egress GEmissions by Main Mode
(million metric tones and share).

100



The results show that the A/E emissions egfigciccount for a very large share of
total emissions for main mode bus (about 20-50%)ceSthe A/E distance and mode
share for rail and bus were assumed to be the sdusemuch larger share must be a
result of the lower emissions per passenger for thas for rail (and air). The A/E
distances and A/E mode shares are more favorabléhéoPacific Northwest corridor
than for the California and Keystone corridor, Be higher A/E emissions share for the
Pacific Northwest can be a result of lower bus smiss in this corridor. For all three
corridors the same bus type with the same fuetieficy was used, so the lower bus
emission solely come from the shorter travel disggnin this corridor compared to the
others.

The A/E emissions share for main mode air eaingm 11-17%. As can be seen from
Table 4.11, the A/E distance to airports is gemgetahger than for Rail/Bus resulting in
higher A/JE emissions. As mentioned above, the Affadces and A/E mode shares are
more favorable for the Pacific Northwest corridso, like bus, the higher share for the
Pacific Northwest can be a result of lower airceaftissions in this corridor. These lower
emissions are a result of the shorter flight distanfor the Pacific Northwest Corridor
compared to the California and Keystone corridod afi the aircrafts used in this
corridor. The main aircraft used in the Pacific terest corridor are the Dash 8 and the
Embraer 120, which have among the lowest emissibradl aircraft types used in the
three study corridors (see Table 4.8).

The A/E emissions share for rail is the lowesteaning that, with all A/E

characteristics for each different main mode beiey similar, the emissions for rail are
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the highest per passenger. With increased ridershgp higher load factors, this can

change significantly in favor of rail emissions.

4.3.3.4Step 2.4: Estimating indirect carbon dioxide enoissi

The life-cycle assessment results reporte@hgster and Horvath (2008) were used to
factor up the direct vehicle activity-based emissito a more complete representation of
the life-cycle CQ emissions associated with each transportation modeir method
guantifies energy inputs and emissions associatddtie entire life cycle of the fuels,
vehicles, and also many of the built infrastrucsufe@adways, tracks, terminals, depots,
parking structures, offices, etc) and other suppotivities (notably insurance) required
to support these vehicle movements. They accomptishusing a combination of the
two most common forms of LCA: a highly detailed gges model that quantifies each of
the resource inputs and environmental outputs eh etage in the vehicle, fuel, or
infrastructure production process, and an econanpuat-output analysis that integrates
traditional I/O modeling with environmental databsito produce an inventory analysis
of the entire supply chain associated with a producservice (see Hendrickson et al,
1998; Green Design Institute, 2009). They conclide “Current results show that total
energy and greenhouse gas emissions increaserycdisas 1.6X for automobiles, 1.4X
for buses, 2.6X for light rail, 2.1X for heavy rasnd 1.3X for air over operation.”
Looking at the report by Chester and Horvath in endetail, the emission factors for
electricity generation are off by about 30%, makely due to electricity generation
energy losses due to efficiency. This especialfgca$ the indirect emission factor for

modes using electricity as direct power source. fHogor 2.6 for light rail is therefore
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adjusted to reflect this 30% difference and a faofo3.0 was used in this study. Even
though electricity is used in some form for theestmodes’ lifecycles, the effect is much
smaller and the upstream factors are thereforacyosted.

“Downstream” emissions, including the emissioresulting from any form of
materials re-cycling or salvage operations wereinouded in any of these numbers.

They are expected to be quite small compared teoetsteof each mode’s LCA emissions.

The total emissions (direct + indirect) for eachriclor are presented in Figure 4.12

below and in Table B.7 and B.8.

Total Emissions (Direct + Indirect) By Corridor
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Figure 4.12: Total Direct and Indirect Emissions byCorridor
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Emissions (Direct + Indirect) Share By Mode
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4.13: Share of Total CQ Emissions (Direct + Indirect) By Mode By Corridor

As can be seen from Figure 4.12, the totaksiwoins in the Pacific Northwest corridor
are almost twice as much as the Keystone corriddr@alifornia is more than six times
higher than Keystone. Figure 4.13 shows that tleesbf auto emissions is the highest
for the Pacific Northwest corridor (about 93%) cargd to Keystone (85%) and
California (89%). Air emissions account for 5% bettotal emissions for the Pacific
Northwest corridor, 12% for the Keystone corridand 10% for the California corridor.
These differences, especially regarding the Pabiichwest, are mainly a result of the
different travel distances in the corridors resgjtin different auto and air shares. In

addition to that, the aircraft types used in eamiidor contribute to the difference. In the
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Pacific Northwest corridor the main aircraft typesoperation are propeller aircrafts
(Dash 8 and Embraer 120) while the Keystone andd@aila corridors mainly operate jet
aircrafts (Boeing 737, Airbus 319/320, Canadair)70be propeller aircrafts emit less
CO; than the jets. Regarding rail the California adori has the lowest share of total
emissions, mainly because the rail service betwgsm Francisco and Los Angeles is

very scarce with only one train a day.

4.3.3.55ummary of Assumptions and Caveats

The above results must be treated as approximatelescriptive in nature. The analysis
was based on the use of readily available dataasetsnodels and the accuracy of the
estimates is therefore dependent on such inputpatiticular, the accuracy of the final

carbon estimates depends heavily on the followargol's and assumptions:

» the consistency across the various regions ofdhatcy in mode shifts

» the lack of detailed data on especially the nunalb@ntercity highway trips

» the lack of sophisticated long-distance demand fsode

» the average mpg for autos was used for all threé tippes and is assumed to
apply nationwide. By doing this the differenceshe fuel mix across regions are
not captured. These differences are taken to bgpamtively small, especially
when compared to other possible sources of vaniatiohe available data

» only direct flights were considered for this studykcept for the Harrisburg-

Pittsburgh connection, where there were none
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the average electricity consumption for the tramthe study corridors is assumed
to be the same as Amtrak’s Caltrain in CaliforiRaliable energy consumption
and emissions data was difficult to find

bus shares in the corridors are assumed to be nawetr than the national
average since rail is an alternative mode in theidars in this study and is not
for a large part of the U.S.

data on access and egress mode shares is relasalyge for most cities and
estimates were based on airport access and egrede Bhares. These are
assumed to be the same for train and bus statiomes$t cases

the state-of-the-art in calculating indirect enussi is in its early stages as far as
most transportation modes are concerned

downstream emissions from the disposal of vehieled infrastructure are not
included in the estimates

air emissions were estimated independently fromailtizide where they occur.
By doing this the potential difference in impact @fissions in atmosphere,

troposphere, and stratosphere are not captured.
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4.3.4 Step 3: Conduct Policy and Strategy Application

For the three corridors analyzed in step @ pbtential impacts of various policies and
strategies on emissions were estimated. The deailalyses provided the opportunity to
analyze policies and strategies within a givenidorrand to compare potential impacts
between different corridors. The main policy arexsamined were vehicle and fuel
technologies and mode shifts, for example as dtrekintroducing HSR or carbon taxes.
The focus will be mainly on auto, air and rail mede

As has been discussed in Chapter 2.4.2, nedv improved vehicle and fuel
technologies are expected to make major contribstim GHG emissions reductions.
Some technologies even have the potential to reduweet emissions by almost 100% in
the long-term, e.g. biofuels and electric vehialegg renewable energy. This study only
focuses on technologies and strategies that ald beumplemented within the next 10-
20 years.

Based on Chapter 2, the policy questions Wiitbe answered in this step of the
analysis for each of the three corridors wEre:

1. What impact will an average fuel economy of 35.5gmipave on carbon

emissions?

2. What impact will a 10% market share for all-elextviehicles have on carbon

emissions?

3. What impact will a 25% gasoline use replacement wéllulosic ethanol have on

carbon emissions?

3 Note that for all policies/technologies it is as®d that they are indeed possible and
that the technologies will be competitive.
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4. What impact will a 20-35% improvement in aircrafhissions have on carbon

emissions?

5. What impact will the introduction of high-speed tzave on carbon emissions?

6. What impact will a carbon tax have on carbon erarss?

7. What type of policy has the largest potential int@a where?

The analysis of impacts of various policied atrategies on emissions will not look at
cost-effectiveness, although such analyses are ivgpgrtant to decision making. The
vulnerability of the U.S. economy will have a siigant impact on the transportation
financial situation, increasing the need for cdtative measurements. Further research

on the cost-effectiveness of the different poli@ed strategies is clearly needed.

4.3.4.1What impact will an average fuel economy of 35.5rhpve on carbon

emissions?

As has been discussed in previous sections, tloenaliile is the main mode of intercity
transportation with a mode share of more than 96%ng distance trips up to 249 miles.
In addition to that, the automobile is also the nmmanode for access and egress
transportation to and from airports and bus anh tsgations, accounting for over 90%
mode share for most cities. Strategies targetingnaobile emissions therefore have great
potential to achieve significant emission reduction

The impact of President Obama’s fuel econorogl @f 35.5 mpg on total carbon
emissions in the study corridors has been analgpedpared to the base case with no
HSR. Even though the fuel economy goal was seP@d6, this study analyzed carbon

emission savings for the base year 2008, i.e.atreed savings that could have been
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achieved if the average fuel economy for 2008 wab 3npg, instead of 19.7 mpg.
Although greater fuel efficiency could result irvsggs for the consumer and a lower cost
per mile, in this analysis the cost of automohiéél was not adjusted, mainly due to the
assumption that the loss in tax revenue due to dtfedient vehicles will be offset by
other transportation pricing strategies like VMTsbd pricing. The potential impact for
the Pacific Northwest, the Keystone and the Calitoicorridors are shown Figure 4.14

and Table C.1 in Appendix C.

CO2 Savings With Avg Fuel Economy of 35.5 MPG (MMT
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Figure 4.14: CO, Savings With Average Fuel Economy of 35.5 mpg (tatand
percentage)

The CQ emissions savings from an average fuel econon86d& mpg ranges from
0.5 to 3 million metric tones CGOor about 38-42% of total emissions within each
corridor. The total savings are the highest for @uadifornia corridor, since the total

emissions, and thus potential savings, are mudtehigp this corridor than in the Pacific
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Northwest and Keystone corridor. From Figure 41i%tep 2.4, it can be seen that the
share of auto emissions is the highest for thefieddorthwest corridor, and therefore the
percentage savings is higher for this corridor tfaarthe others as can be seen in Figure

4.14.

4.3.4.2 What impact will a 10% market share for all-electehicles have on carbon

emissions?
Nissan's expectations for electric vehicles aré ‘ttmare than 10% of its entire fleet will
be all-electric by 2020” (see Chapter 2). All-etectvehicles do not have tailpipe
emissions, however, the emissions from electrigéperation have to be incorporated in
the analysis to make a fair comparison. Today Missalectric car, the Leaf, has a 42
kWh battery pack and a 100 mile range, resultin@.42kWh/mile energy consumption.
Multiplying this by 10% of the total VMT gave thetal energy used by electric cars. The
GHG emissions were calculated by using EIA’s eroisstoefficients for electricity
generation by state (see Table 4.9).

It should be noted that the range of eledars that are on the market today is only
50-100 miles. These electric cars would not beabiet for long-distance trips so great
improvements need to be made in order for the redezdir to compete with fuel-powered
cars for intercity trips. For this analysis thewasption was made that it is possible to
increase the ranges of electric cars significaintithe near future and that a 10% market
share will be achievable for long-distance travglas well. The cost per mile as well as
the upstream emissions factor were assumed toebgatie for electric and gas-powered

cars.
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The potential impact for the three corridarshown in Figure 4.15 and Table C.2.

CO2 Savings With 10% Electric Car Share (MMT CO2)
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Figure 4.15: CQ, Savings by Corridor with 10% market share for eledric cars (total
and percentage)

A 10% market share for electric vehicles ressun potential C@savings of 3.4-7.8%
for the three study corridors. As can be seen guie 4.15, a 10% market share has the
largest impact on COsavings for the Pacific Northwest and the lowesgpact in the
Keystone corridor. This is a result of two corriddraracteristics. First of all, the large
share of auto emissions for the Pacific Northwestgared to the other corridors, causes
auto related policies/strategies to have the langgsact in this corridor, as was the case
with the MPG increasing policy discussed above o8dly, the emission coefficients for
electricity generation differ quite a bit among theee corridors. The Pacific Northwest
has the lowest amount of GHG emissions per enetggub since a lot of power is

generated from renewable sources (especially hgavep, while Pennsylvania has the
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highest amount of GHG emissions per energy outpoair(ly coal-based power
generation). California’s emission coefficient ligs between. This greatly effects the
overall savings for electric vehicles and resuitthie fact that the impact in the Keystone

corridor is less than half the size of the impadhie Pacific Northwest corridor.

4.3.4.3What impact will a 25% gasoline use replacement wallulosic ethanol have on

carbon emissions?

As has been mentioned in Chapter 2, cellulosicrethmay prove to be an important fuel
alternative to gasoline and diesel which could@Ot emissions significantly. Cellulosic
ethanol is produced from grasses, wood, or nonlegibarts of plants. Although corn-
based ethanol is easier and less expensive to ggpdellulosic biomass is cheaper to
produce than corn, because it requires less enepgy, fertilizer and herbicides. Its net
GHG reduction is therefore higher than corn-bagkdr®l. In addition, cellulosic ethanol
causes less soil erosion and improved soil fgrtdibmpared to corn-based ethanol;
cellulose can be grown all over the world and i$ meed for food; and unlike corn,
cellulose poses fewer threats to biodiversity.

Although some studies argue that corn ethaasla negative net energy value, the
majority of studies published in the last 10 yesinew a positive net energy value for
corn ethanol (Wang, 2007). Life-cycle analysis atg@gxine National Laboratory
(Argonne’s Greenhouse gases, Regulated Emissiath€Enargy use in Transportation
(GREET) Model) shows that, per energy unit (BTWrrcethanol could reduce GHG

emissions by 19% to 52% compared to gasoline. Afiogrto GREET’s calculations,

“ http://genomicscience.energy.gov/biofuels/benstitsnl
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cellulosic ethanol can offer an even greater bérefi 85% reduction in GHG emissions
per energy unit compared to gasoline (Wang, 2007).

For this study GREET’s findings for GHG redaatfrom cellulosic ethanol compared
to gasoline were used to estimate the potentialagtsp of replacing one-quarter of
gasoline use with cellulosic ethanol for the thestady corridors. The gasoline and
ethanol comparison and the £€€avings were analyzed on a energy unit basis (BTU)
since one gallon of gasoline contains more enet@p,000 BTU) than one gallon of
ethanol (84,100 BTU). The BTU and g@missions from 25% of the direct gasoline use
was therefore first calculated. Since GREET’s camspa is based on a well-to-wheel
analysis the upstream emissions from gasoline ptamuand transportation will need to
be factored in. A factor 1.2 was used which refidmdbth GREET’s analysis as well as
Chester and Horvath's. The result gave the €Qissions for 25% of the gasoline use in
the corridor. Since cellulosic ethanol shows an 88#uction in GHG emissions per
energy unit, this result was multiplied by 0.15g&t the CQ emissions from the ethanol
use. In order to still incorporate the upstreamssions from vehicle manufacturing and
maintenance, roadway construction, etc., the ugstriactor 1.2 was used to estimate
ethanol’s direct + indirect COemissions. For this analysis the fuel shares &sobol

and diesel were kept the same.

The potential impacts of replacing one-quasfegasoline use with cellulosic ethanol

for the three study corridors are shown in Figudé4nd Table C.3.

> Note that this factor is lower than the 1.6 usadtie other auto indirect calculations.
This is because the factor for fuel production txadsportation is included in the
gasoline and ethanol comparison already.
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Figure 4.16: CQO, For 25% Gasoline Replacement With Cellulosic Ethaol

Replacing 25% of gasoline use with cellulasicanol can have a positive impact on
CO, emissions of about 13.4-14.5%. Like the previoms policies, this impact is the
greatest in the Pacific Northwest corridor duehte bverall share of auto emissions in
this corridor. The differences between the threeidors are similar in size as with the
MPG improvement policy, since the emissions resglfrom ethanol production were
assumed to be the same for all three corridorstHeoelectric vehicle strategy, the power
source and its emissiongere adjusted for each corridor, resulting in largdfedences

between the three corridors. Total savings arehigbest for the California corridor

again, due to the current total travel activity amaission in this corridor.
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4.3.4.4What impact will a 20-35% improvement in aircraftissions have on carbon

emissions?
According to IATA, the C@emissions reduction potential range is betweearD35%
for new aircrafts in 2020 compared to existing p@nachieved mainly from the engine
type and the use of laminar flow. Although a 20-3&%duction is significant, including
the access and egress emissions as well as alkienssfrom the other modes will
decrease its impact on the emissions as a whole bgry large factor. The potential

impacts for the three corridors are shown in Figul& and Table C.4.

CO2 Savings With 20-35% Improvement in Aircraft Efficiency
(MMT CO2 and Percentage)
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Figure 4.17: CQ, Savings by Corridor With 20% and 35% Aircraft Effi ciency
Improvements

The impact of a 20% or 35% improvement in aircedficiency is much lower than the

potential impacts of the policies targeting autoiteobmissions, due to the fact that air
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emissions are only about 5-10% of total emissiocnsipared to 85-93% for automobile
emissions. The impact of these improvements inrairefficiencies is the greatest in the
Keystone corridor. This is a result of the largar emissions share in the Keystone

corridor compared to the other corridors.

4.3.4.5What impact will the introduction of high-speed t&ve on carbon emissions?

As has been discussed in Chapter 2 and as haselperienced in Europe and Japan,
high speed rail can result in considerable,@@vings within corridors if large numbers
of travelers switch to rail. Modeling this potehtihift to rail would be the first step in
the analysis of the potential savings but as has lkscussed in Chapter 3, the current
status-quo of long-distance passenger travel demamubleling shows many
shortcomings. Despite the lack of good models atd,dhe impact of high-speed rail on
carbon emissions in the study corridors was andlyzéhis section.

The Volpe model seems to be most suitablehisrstudy’s estimation of mode shifts
when a new HSR mode is implemented, and when nésigg®and strategies are being
analyzed, for several reasons: 1) the model wasldp&d with a focus on the corridor
level, 2) the model includes all major passengandportation modes including HSR, 3)
the model includes variables like access and egirass frequency, etc. and 4) extensive

documentation of the model is available.

A quick overview of the methodology is givealdw. A detailed description of the

model, the input variables, and the methods ofreging the input variables can be found
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in Appendix A of Volpe’s report ‘Evaluation of Higpeed Rail Options in the Macon-

Atlanta-Greenville-Charlotte Rail Corridor’ (Volgeenter, 2008).

Volpe’s methodology employs a logit-type diversigmode split) model structure that

operates oeach sub-market separateljhe general form of the diversion model is:

_ u U u
% Divert = ehsr/ (e +e

hsr exist mode

where, Uhsris the utility of HSR travel, Léx_ is the utility of the existing mode of

ist mode

travel, and e is the exponential operator.
The utility functions and input variables for Volpenode split model are as follows:

- Air Utility = EXP (Cost * Cost Coefficient + LH ime * LH Time Coefficient +
A/E Time * A/E Time Coefficient + Wait Time * Waifime Coefficient + Mode

Constant).

- Auto Utility = EXP (Cost * Cost Coefficient + LHlime * LH Time Coefficient

+ Short Distance Penalty* Short Distance Penaltgfftment + Mode Constant).

- Bus Utility = EXP (Cost * Cost Coefficient + LHiffie * LH Time Coefficient +
A/E Time * A/E Time Coefficient + Wait Time * Waifime Coefficient + Mode

Constant).
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- Existing Rail Utility = EXP (Cost * Cost Coeffient + LH Time * LH Time
Coefficient + A/E Time * A/E Time Coefficient + WaiTime * Wait Time

Coefficient + Mode Constant).

- HSR Utility = EXP (Cost * Cost Coefficient + LHiffie * LH Time Coefficient
+ A/E Time * A/JE Time Coefficient + Wait Time * WaiTime Coefficient +

Mode Constant).

Cost — Car cost is based on AAA estimates of cesinple for automobiles. Air,
Rail and Bus cost is the sum of fares and A/E cbates (business and non-
business) were obtained from DOT’s Office of Awati Analysis’ Consumer
Airfare Report, Amtrak and Greyhound. A/E cost &séd on A/E time and city

sizes.

LH Time — Line Haul Time data was obtained from ast, Official Airline

Guide(OAG) schedules, Greyhound and Amtrak

A/E Time — A/E Time (business and non-businesgpaised on a city’s congestion

index, provided by TTI, the number of airports tat®ns in the city and the size

of the terminal to incorporate terminal time.
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Wait Time — Wait time is based on the scheduleydetancept and is calculated as
follows: Wait Time = 0.25*16.5/Frequency, where3.& the number of hours of

operation per day.

Short Distance Penalty — Short Distance Penaltysed to capture the increased
disutility of using [other modes than car] for shtnips. Out of vehicle time

increases relative to line haul time as trip lesdibcome shorter.” It is calculated
as (Access/Egress Time + Wait Time)/Distance indneds of miles for business
trips and as (Access/Egress Time + Wait Time)/ é8séEgress Time + Wait

Time +Line Haul Time) for non-business trips.

Table 4.12 presents the utility coefficients.

Table 4.12: Volpe’s CFS Model Utility Coefficients

Business

Air Rail Bus Auto
Cost -0.0275| -0.0563 -0.06(30.0140
LH Time -1.3963 | -0.8811| -0.621{1-0.3667
A/E Time -1.5498 | -2.1805| -2.24150.5501
Wait Time -0.8038| -1.0573] -1.24420.2445
Short Penalty 0 0 0 -0.3241
ConstHSR 0.0072 0 1.8638 -0.3083

Non-Business

Air Rail Bus Auto
Cost -0.0423| -0.0716 -0.05110.0193
LH Time -1.1544 | -0.7124| -0.2647-0.3315
A/E Time -1.3451 | -1.8865| -0.80(1-0.4973
Wait Time -0.7696 | -0.8549] -0.53340.2210
Short Penalty 0 0 0 -0.6707
ConstHSR 0 0 1.0664 -0.5118
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Trips diversion is calculated as follows:
Diverted Trips = Source Mode Forecast Trips * Maxim (0, (New Diversion
Percentage - Base Diversion Percentage)/(1 - Basgdibn Percentage)
Where

Base Diversion Percentage = UtllléXISTING RAIL/ (Utility + Utility

EXISTING RAIL

SOURCE MODE).

And

New Diversion Percentage = Utl|l% R/ (Utility asrt Utility SOURCE MODE)

Following this model, three different high-splerail options were analyzed: a system
with an average speed of 125 mph (HSR 125); a sysigh an average speed of 150
mph (HSR 150); and a system with an average spe280mph (HSR 200). Note that
these are average speeds, meaning that the togisspékhave to be higher. For each of
these options the model utility coefficients wedguated to reflect higher value of times
(VOT) with increasing speed. In Volpe’s model tleefficients for high-speed rail were
assumed to be the same as existing rail, and abeaalculated from Table 4.12, the
VOT for high-speed rail in the Volpe model is $15d& business and $9.9 for non-
business trips. With an increasing level of sendatéhe trip, and with increasing speed,
the VOT for (high-speed) rail is likely to increas®ugh and the VOT for high-speed rail
travelers could be more similar to air travel tharexisting rail (Levinson et. al., 1996).
The coefficients for the three HSR options in tsigdy were adjusted to reflect these
changes, as can be seen in Table 4.13. The ceeticior Access and Egress time and

cost remained unchanged in this study.

120



Table 4.13: Utility Coefficients Adjustments for HR

HSR Coefficients and Value of Time

HSR Coefficients for Line Haul Cost
Option and Time

Value of Time

Business: $15.5
Non-Business: $9.9
Business: $23.5
Non-Business: $13.62
Business: $50.77

Non-Business: $27.29

HSR 125 Same as Existing Ralil
HSR 150 | Average between Rail and Air|

HSR 200 Same as Air

For each of the HSR options, the Volpe Model ediesidhe number of diverted trips for
each mode and the total number of HSR trips anddas these estimates, the HSR
capacity needed to support the HSR trips was datedras well as potential cancellation
of existing air, rail and bus service. To determtime number of high speed trains needed
in each corridor for the different HSR optionsjrisawith a capacity of 300 seats (similar
to European high speed trains) were used in thigsigaln 2008, Amtrak’s average load
factor was about 5096, which is assumed to be the same for the HSR aptieor each
rail segment in the corridor the HSR trips per degre calculated based on Volpe’s
estimates and the result was increased by 30%ctuat for other travelers on the route

that connect through one of the corridor citiesisT30% was determined using the air

46

http://www.bts.gov/publications/key_transportatiomdicators/february_2010/html/amtra
k load_factor.html
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characteristics in the corridot5.The total number of trips for each HSR segment
determines the number of trains needed (assumengQo load factor).

For Air, Rail and Bus, the number of divertads will only have an effect on service,
VMT, and CQ emissions if the number of diverted trips per galiigh enough to result
in cancellation of flights, trains, and buses frdhe regular schedule. Although no
information regarding air, rail and bus schedularyl supply strategies was available,
rough estimates were made regarding the cancellaticservice. For Air the potential
number of planes that could be removed from theduale was estimated by looking at
the number of diverted trips per day, percentagdivadrted trips, average load factor and
frequency. For Rail, the cancellation was assurodokta direct function of the average
load factor of trains (50%). Amtrak’s trains gerigr&aave a capacity of 322 passengers
per vehicle (CNT, 2006), so for each 160 divertegdstper day, one train would be
cancelled from the schedule. The diverted tripsnfithe Bus mode were very low for
each corridor (around 0-10 diverted trips per day) this was assumed to not meet the
threshold of service cancellation.

For Auto the diverted trips have an immedigfect on vehicle trips, VMT and GO
emissions. Change in Access and Egress trips adsa direct result from diverted trips
and since C@emissions for A/E bus and rail modes were caledlain a PMT basis,
diverted trips will directly affect A/E CQemissions as well.

The change in service for Air, Rail, and HSRamged the utilities for each mode,

since frequency of service is incorporated in V@pdodel. The initial change in service

*" The typical load factor for air is 70% (CNT, 2008he trips for the city pairs in the
corridors averaged to account for only 50% of thpacity. Therefore, on average,
another 20% of the travelers come from connectigbts. This results in a ration of
70:30 for city pair trips and connecting trips.
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was therefore looped back to the model, which irstmmases resulted in additional
diverted trips and in some cases in service chaddesfinal number of diverted trips by
mode (as well as the percentage shift) for eachdayrare shown in Figure 4.18 and
Tables C.5 — C.10. The values for the percentagefeh Automobile are not shown in
the graphs. They range from less than 0.1% (HSR K&gstone) to 1% (HSR200
California). The total number of diverted trips ftcAuto, Air, Rail and Bus by corridor

are presented in Table 4.14.

Table 4.14: Total number of diverted trips from Auto, Air, Rail and Bus by corridor

Total Number of Diverted Trips By Corridor

HSR125 HSR150 HSR200

Pacific Northwest | 126,536 1,038,8201,237,799
Keystone 31,907 132,012 224,714

California 207,793 833,806 1,389,047

The effects of the cancellation of Air and Rail\éeg, the decrease in Auto trips and the

addition of HSR service on G@missions are shown in Figure 4.19 and Table C.11.
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Figure 4.18: Diverted Trips by Mode for HSR 125, HR 150, and HSR200
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C02 Savings With HSR 125 (MMT CO2 and Percentage)
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Figure 4.19: CQ, Savings for HSR 125, HSR150, and HSR200
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As can be seen from Figure 4.18 the largdative shift to HSR came from existing
rail. This is an expected result since rather @fafting modes, existing rail travelers just
shift to a faster version of the same mode. For HEBRand HSR200 shifts from Air to
HSR are relatively large as well, especially fag acific Northwest. This higher share
for the Pacific Northwest compared to the otheridors can be explained by the smaller
distances for each city pair which results in H&®el times comparable to those for Air.
In addition, the flight connections and frequendmsEugene have a negative effect on
the Air utility compared to other city pairs. Fou8and especially Auto shifts are very
low. This was expected especially since the utitfthe HSR mode (like Air, Rail, and
Bus) is much lower mainly due to Access and Egtesssportation, frequency and the
need of a car at the destination.

One of the problems HSR is facing is the festpy of trains to compete with other
modes. The number of diverted trips is directhated to the frequency and the frequency
is impacted by the number of diverted trips. Themefwhen the number of diverted trips
is relatively low, changes to the frequency will logv, resulting in even less diverted
trips. This effect can be clearly seen when the sk@ye corridor and the California
corridor are compared. Since travel activity in @aifornia corridor is over four times
the size of travel activity in the Keystone corridthe initial number of diverted trips
based on a default frequency is much higher, reguih a higher frequency, which
positively effects number of diverted trips agaihe opposite can be said for Keystone.
Due to the relatively low travel activity, the iiat number of diverted trips for HSR is

low, resulting in a lower frequency, which negalyvaffects the number of diverted trips.
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It is therefore crucial for HSR to have a high eglodrequency to be able to compete
with the other modes.

From Figure 4.19 it becomes clear the HSR1@&sot have a positive impact on
CO, emissions at all, especially for the Keystone idort Even for higher speeds, the
Keystone corridor does not see any,@avings. This is a result of the unfavorable coal-
based electricity mix used to power the electraing (see Table 4.9). For the same
reason the Pacific Northwest shows the greatestflogal impact, since hydroelectric
power is the main electricity source for this regio

Although the HSR200 results in more divertegstthan HSR150, the impact of this
average speed increase ony@avings is very small. The higher number of deeirips
requires more HSR trains and even though it dogdtran cancellation of more flights, it
does not affect the cancellation of existing ratiam. The reason for this is that the
majority of the ridership for existing rail travislto or from cities/stations in between the

major cities. A HSR is unlikely to stop there, ke existing rail is still needed.

Potential C@ savings would increase significantly if the loaattbr for HSR is
assumed to be higher. This is a challenge thatiegigail is facing as well. The assumed
load factor for HSR in the analysis was 50%, thufulh capacity you could serve twice
as many travelers without seeing a doubling of y8@; emissions. To evaluate the
impact of a higher load factor, as well as havilghér HSR frequencies, a scenario was
developed to analyze the requirements of an HSRemyghat has significant GO
savings. In this scenario the HSR150 option wasnaind the frequencies were assumed

to be similar to Air service. In addition, the lofettor was assumed to be 70% (30% of
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this is assumed to be connecting trips), compartbl@r service, instead of Amtrak’s
average 50%. Finally, the extra ridership that wdut needed to support this frequency
at a 70% load factor was taken from the Auto mdades number of diverted trips by
mode (as well as the percentage shift) for eachdmris shown in Figure 4.20 and Table

C.12 and C.13. The impact on €€missions are shown in Figure 4.21 and Table C.14.
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Figure 4.20: Diverted Trips For HSR150 Scenario
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Figure 4.21: CG, Savings For HSR150 Scenario

The higher HSR frequency results in slightly higderersion percentages for Air, Rail
and Bus. If the extra ridership to support thigjfrency and the 70% load factor were to
come from Auto, a huge increase in diverted Auipstwould be the result. The new
diversion percentages of Auto trips (different frdme Volpe Model estimate) that would
have to divert to HSR to support it would have ¢caimost 6% for the Pacific Northwest,
5% for California, and over 11% for Keystone. Theenario shows that the impact on
CO; savings increases significantly as well, up t&38r the Pacific Northwest. As has
been discussed before, the impact for this corridothe largest mainly due to the
electricity mix. For the Keystone corridor the inspavould still be negative. The
required shift in Auto mode share would mainly beesult of pricing strategies, which

will be analyzed in the next section.
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4.3.4.6What impact will a carbon tax have on carbon emoiss?

As has been discussed in Chapter 2, markedbasstruments (MBIs), such as
emission trading (cap-and-trade programs), andupoll charges (carbon tax), are
gaining momentum as important policy mechanisms gogenhouse gas emissions
reductions. The implementation of MBIs targeting thansportation sector is likely to
affect some modes more than others, depending erertiissions for each mode. The
impact of a carbon tax on passenger transportatimh CQ emissions was analyzed
within the study corridors. It was assumed thathsactax would be levied on a
(centralized) industry level, rather than at thd-ese level. The industries are assumed to
incorporate the extra cost in their pricing stregegowards the end-user. Especially for
public modes like air, rail and bus, the extra dosteach trip heavily depends on the
occupancy rate of each vehicle.

For this analysis the above mentioned scerfai®R150 with competitive frequencies
and 70% load factor) was used. For each corrideraberage carbon emissions per
passenger mile were estimated and based on a carbarf $43/tC? and the trip length
the carbon cost per trip were estimated. This castbe added to the demand model for
each mode separately. Table 4.15 presents thercadsi per passenger mile for each

mode based on the $43/tC carbon tax.

8 This value reflects the estimated social costanben from IPCC (2007) mentioned
earlier in this study. This estimated cost haggelspread and the true damage cost of
carbon is topic of debate in the literature
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Table 4.15: Carbon Cost By Mode For $43/tC Carbon a@x

Carbon Cost By Mode For $43/tC Carbon Tax
(Cents/PMT)
Pacific Keystone California
Auto 0.45 0.45 0.45
Air 0.69 0.62 0.43
Rail 0.41 1.04 0.39
Bus 0.06 0.11 0.06
HSR 0.16 0.53 0.28

As can be seen in Table 4.15, HSR has a loadyon cost per passenger mile than
Auto, Air and Rail, except for the Keystone corrda carbon tax could therefore have a
positive impact on HSR compared to the other mo@esept for Bus), since the
additional trip cost is lower (assuming that thetalces are roughly the same). The
differences between HSR and Air are the largestdjgixfor Keystone) so especially
compared to Air, HSR would could benefit from abzar tax. However, a carbon tax of
$43/tC only results in a very small carbon costtpger A 100-mile car trip, for example,
would only cost an extra 45 cents, an increasesd than 1%. The relative increase in
Air cost is even lower than that. A carbon tax bistmagnitude does not have a
significant impact on mode shifts and £€missions. A much higher carbon tax would
be needed in order to get the 5-6% Auto trips deceto HSR in order to support the
HSR system.

The impact of a carbon tax of $400/tC was yaread to see if that would result in
significant trip diversions. The carbon cost pesgenger mile for each mode based on a

$400/tC carbon tax are presented in Table 4.16.
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Table 4.16: Carbon Cost By Mode For $400/tC Carboiax

Carbon Cost By Mode For $400/tC Carbon Tax
(Cents/PMT)
Pacific Keystone California

Auto 4.2 4.2 4.2

Air 6.4 5.7 4.0
Rail 3.8 9.7 3.6
Bus 0.6 1.1 0.5
HSR 1.5 4.9 2.6

The Auto diversion percentage for this scenarioreged by the model is still very low:
less than 0.5%. The effect on the other modesris small as well (see Table C.15-16).

The impact on C@emissions are shown in Figure 4.22 and Table €.17.

CO2 Savings For HSR 150 Scenario With Carbon Tax of
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Figure 4.22: CO, Savings For HSR150 Scenario With $400/tC Carbon &

“9 Note that these results are specific to the HSRt&@ario developed and include the

Auto diversion needed to support the HSR systen ¢éivough the model does not
reflect such diversions.
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As can be seen from Figure 4.22 and Figure 4.2dn evcarbon tax of $400/tC does not
have an extra noticeable positive effect o, @@issions in the corridors. The Keystone
corridor has an even more negative outcome, bsitishdue to the fact that the model was
forced to divert Auto trips in order to reach tH®4 load factor in this scenario and the
per passenger mile carbon emissions are highad &t than for Auto for this corridor
(see Table 4.16). In the unrestricted model, thierdion would not have occurred.
Given these results it is very unlikely that a carltax will result in the auto diversions
needed to support an HSR system that has a posiipact on CQ emissions in a

corridor.

4.3.4.7What type of policy has the largest potential imi@Ea@ where?

Figure 4.23 summarizes the impacts of the analyzaities and strategies on O
emissions for each study corridor. The Figure shihas the largest potential impacts on
CO, emissions come from automobile related stratedibis is a result of the large auto
share as main mode and access/egress mode to andairports and bus and train
stations. The largest absolute impacts can bezeghin the California corridor due to its
current CQ footprint. All corridors show similar percentagaveigs, with a slightly
higher impact of electric vehicles for the PacNorthwest corridor and a lower impact
for the Keystone corridor due to the different &letty mixes.

The non-auto strategies all have an impad€O» emissions of less than 5%. Of the
non-auto strategies, the HSR150 Scenario (higluéecy and load factor) has the largest

impact for the Pacific Northwest corridor, agaireda the favorable electricity mix. This
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CO2 Savings By Policy/Strategy (MMT)
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Figure 4.23: CO, Savings By Policy/Strategy
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impact is much higher than the strategies targegingmissions. For California the HSR
150 Scenario has a similar impact as a 20% imprewenm aircraft emissions. A 35%
improvement in aircraft emissions has the highegiaict. The Keystone corridor shows a
negative CO2 savings for the HSR150 Scenario. Thia result of the coal-based
electricity generation. Air improvement strategieave a similar impact as for the

California corridor.

4.3.4.8Summary of Assumptions and Caveats

The impact of certain the policies and strategre€60, emissions must be treated as
approximate and descriptive in nature. The accuodtiye final carbon estimates

depends heavily on the following factors and asgiong:

» for all policies/technologies it is assumed thaplementation is indeed possible
and that the technologies will be competitive

» the cost of automobile travel was not adjustedHerdifferent auto strategies. The
loss in tax revenue due to fuel efficient vehickexl electric vehicles will be
offset by other transportation pricing strategike VMT-based pricing

» the upstream emissions factor for electric vehialas assumed to be the same as
gas-powered cars. This may not be the case anerytwell could be a higher
factor since the actual direct emissions are mowlett for electric vehicles

» the upstream factor is assumed to be the sametlfian@ (vehicles) as for
gasoline (vehicles) due to lack of better numbéike electric vehicles, this
factor could be much higher since the direct emissiare lower for ethanol

powered vehicles.
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» the lack of sophisticated long-distance demand fsode

» the assumption that VOLPE's CFR model and its aciefits represent the
corridors in this study

* no information regarding air, rail and bus schedyland supply strategies was
available and rough estimates were made regardangancellation of service

» the price for the HSR mode was calculated followif@pe’s method using the
average Amtrak yield per mile. Changes in thisgmould affect the ridership
and emissions significantly. Prices will have to tempetitive to draw the
ridership

* no intermodal trips were included in the analysegsermodal trips where a
traveler takes one leg by air for example and arotly HSR could have

emissions benefits

4.3.4.9Sources of Uncertainty

The estimation of the impacts of certain policies @GHG emissions is expected to be
subject to many uncertainties. The limited undexditag of several key aspects and the
limitations to the predictability of such aspeatsult in potential large uncertainties in
GHG projections. Key aspects in the greenhousenioveg analyses and the policy
analyses are population growth, socio-economiesetractivity, technological change
and future improvements, land use change, (modehnghan behavior, responses to a
new mode, and surprises (e.g. failure of a largesgortation network/mode or
unforeseen technological breakthroughs/discoverig$hough it is not in the scope of
this research to fully analyze the extend of edcth@se uncertainties, it is important to

address that many of these uncertainties cannainblyzed by merely using statistical
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and quantitative methods of assessment. AccordinBdssai and Sluijs (2007), who
discuss uncertainty as it relates to climate chaadaptation, a focus on statistical
methods tend to “ignore policy relevant uncertaimtyormation about the deeper
dimensions of uncertainty that in principle canmet quantified.” Dessai and Sluijs
(2007) state that lack of attention for unquanbigBauncertainties “makes the perceived
scientific foundation basis of climate policies peoto controversies, can undermine
public support for climate policies, and increaies risk that society is surprised by
unanticipated climate changes”. The same appliesGHG reduction policies and

strategies and their impacts.

Dessai and Sluijs (2007) classify uncertaiotya scale running from ‘knowing for

certain’ to ‘not know’. They indicate three clas¢gbgssai and Sluijs, 2007):

« “Statistical uncertainty’: this concerns the unta@mties which can adequately be
expressed in statistical terms, e.g., as a rangé@ wassociated probability
(examples are statistical expressions for measuremaccuracies, uncertainties
due to sampling effects, uncertainties in mode&puaater estimates, etc.). [...]

* ‘Scenario uncertainty’: this concerns uncertaintrdsich cannot be adequately
depicted in terms of chances or probabilities, which can only be specified in
terms of (a range of) possible outcomes. For thesertainties it is impossible to
specify a degree of probability or belief, since thechanisms which lead to the
outcomes are not sufficiently known. Scenario utaieties are often construed in
terms of ‘what-if’ statements.

* ‘Recognized ignorance’: this concerns those untgra of which we realize —
some way or another — that they are present, bwhath we cannot establish any
useful estimate, e.g., due to limits to predicigbiind knowability (‘chaos’) or
due to unknown processes. A way to make this @désscertainties operational
in climate risk assessment studies is by meanarpfise scenarios. Usually there
is no scientific consensus about the plausibilitysach scenario's while there is
some scientific evidence to support them.”

As mentioned before, the objective of thisdgtwas to develop a methodology for

quantifying GHG emission inventories and for analgzthe impacts of certain policies
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and strategies on GHG emissions and conductingriancty analyses is not within in the
scope of this study. For future work, such analysg®suld be included and an in-depth
discussion of this topic can be found in Dessai &hdjs (2007). They identified a
number of tools for uncertainty analysis relevantlimate change adaptation decision
making processes, which are useful for the unceytaanalysis of GHG emissions
inventories as well. They mapped how well eachhaf methods can cope with three
levels of uncertainty: statistical uncertainty, rs&@o0 uncertainty and recognized

ignorance Dessai and Sluijs (2007).
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5 CONCLUSIONS AND RECOMMENDATIONS

Quantifying the change in GHG emissions duesti@tegies aimed at reducing
transportation GHG emissions is one of the moshieging aspects of integrating GHG
emissions and climate change into transportati@mrphg and policy analysis. The
inventory techniques and methods for estimatingitgact of different strategies and
policies are still relatively unsophisticated. Theethodology for developing intercity
passenger transportation €@missions inventories that was developed in théearch
provides a defensible approach to estimating the @@issions in U.S. corridors and
proved to be very valuable for the analysis andpammson of the impacts of policies and
strategies on C£emissions. The methodology consists of estimateghumber of trips
by mode, estimating the direct @@missions, and estimating indirect £€nissions and
was applied to three corridors in the U.S. -- SaanEisco/Los Angeles/San Diego;
Seattle/Portland/Eugene, and Philadelphia/HarrggBuitsburg.

As the analyses of policy and strategy impactsSCQ emissions show, the largest
gain in CQ savings can be achieved by strategies aimingtatraabile emissions due to
its sizeable share as main mode and access/egoeestmand from airports and bus and
train stations. An average fuel economy of 35.5mpuld result in a 38-42% savings of
total CQ emissions; replacing 25% of gasoline use withutadic ethanol can have a
positive impact on C@®emissions of about 13.4-14.5%; and a 10% markatesfor
electric vehicles would result in potential €€avings of 3.4-7.8%. The impact of a 20%

or 35% improvement in aircraft efficiency on €€avings is much lower (0.88-3.65%)

139



than the potential impacts of the policies targetautomobile emissions. Three HSR
options were analyzed using Volpe’s long-distaneenand model: HSR125, HSR150,
and HSR200. Only the HSR150 and HSR200 would rasuibticeable C@savings, and
then just for two of the three corridors: the Paddorthwest (1.5%) and California (0.6-
0.9%). With increased (competitive) frequency avatll factors, a HSR150 system could
result in CQ savings of 3.3% and 2.1% for the Pacific Northwast California,
respectively. This would require a mode shift fraato of 5-6%. This shift in auto mode
share would mainly be a result of pricing strateg@ne such pricing strategy, a carbon
tax, could have a positive impact on auto diversiowards HSR. However, even a
carbon tax of $400/tC, a multiple of 10 comparedamay’s tax, would not result in a
diversion higher than 0.5%. There are no visible, €4¥ings due to this tax. From these
results, HSR may not be such an obvious choice ghewy with increased ridership and
diversions from other modes, @Qavings increase significantly due to the lower
emissions per passenger mile for HSR. Higher dieersnay occur once a HSR rail
system is built, as was seen in several other desnfThe framework developed in this
study has the ability to determine the GHG emission such HSR options and increased

diversions.

Recommendations and areas for further researchtterhunderstand or estimate the,CO

emission inventories and potential strategy impaxdiside the following:

Improving Long-Distance Demand Modeling and D&a was discussed in Chapter 3,

the state-of-practice of long-distance modelingthe U.S. is inadequate for detailed
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analysis and reliable data is scarce. Developinmp@g@merican long distance personal
travel data and models is crucial to estimating; €EQissions and policy impacts more
accurately, especially when new modes like HSR lmmg analyzed. When better
models and data become available, these should see in the methodological

framework developed in this study.

Improving Energy and Emissions Dataspecially for the rail modes, but also for air,
reliable energy consumption and emissions datadiféisult to find in most cases. To
improve our understanding of the emissions and atgpaf intercity travel, further

research is needed on energy and emissions data .

Improving life-cycle emissions datalrhe state-of-the-art in calculating life-cycle
emissions is in its early stages as far as mossptation modes are concerned, and no
two major studies have adopted the same set of shapeasure these emissions, or made
the same assumptions regarding energy consumgtes from the individual activities
they include in their “cradle-to-grave” LCA methddgies. In addition, downstream
emissions from the disposal of vehicles and inftestire are not even included in
today’s most comprehensive LCA analysis. For a &nhlysis and understanding of
transportation life-cycle COemissions, refinement of life-cycle emissions daterucial,

and the end-of-life phase should be included.

Cost-Effectiveness of PolicieBhe analysis of impacts of various policies atrdtegies

on emissions did not look at cost-effectivenedsoaigh such analyses are very important
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to decision making. The vulnerability of the U.8oromy will have a significant impact
on the transportation financial situation, incregsithe need for cost-effective
measurements. Further research on the cost-eéeess of the different policies and
strategies is clearly needed.

Transportation GHG emission reduction policasl strategies vary significantly in
terms of the strategy type. One of the main chghsnin comparing such different
policies is fairly quantifying the cost and the retary value of the benefits for a
comparison. In the report Moving Cooler: An Anatysif Transportation Strategies for
Reducing Greenhouse Gas Emissions (Cambridge S3stsn2009; see Section 2.4.2.3)
such an attempt was made for strategies that focugducing VMT and improving the
efficiency of the transportation network. The rdpoategorizes the strategies and
estimates cost as detailed as possible, The esSBmate characterized by many
uncertainties and assumptions, however. The clydlel estimating cost may even be
greater in regards to the cost of technological etments like increasing fuel

efficiency or alternative fuels.

Future Scenarias This study analyzed the potential impact of dertpolicies and
strategies compared to its base year (2008). Masteostrategies would take at least 20
years to be fully implemented and it is therefargartant to analyze future potential
impacts compared to a business-as-usual scenakiogtinto account growth in long-

distance transportation and potentially land-useges.
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Analyzing network effect$he corridors analyzed in this study were analymadolation
and the network effects were not included. Futeieearch should include this network
effect from trips connecting through a given casridand also account for the effect of

linked corridors. The potential savings from intedal trips should be analyzed as well.

Increasing Auto Diversion to HSHhe success of a HSR system and the potential CO
savings are directly related to the ridership. As HSR150 scenario in this study
showed, a diversion of 5-6% from auto would be eeetb realize a 70% load factor.
Even though European high speed rail systems hHawersthat it is possible to realize
such load factors and diversions, the likelihoodwth a result in the United States is less

clear and needs further analysis, with targetedmgistrategies most likely needed.

Including A/E emissiong-or each passenger transportation mode includad analysis,
CO,-related access and egress emissions should loeledcto get a true picture of the
emissions inventory. As this study has shown, the émissions account for as much as
10-20% of total air and rail mode emissions andaiplmost 50% for bus mode. This
cannot be ignored. The mode that passengers usavel to and from airports and rail
stations will significantly affect overall GOemissions and larger savings can be
achieved by integrating A/E transportation in traorsation planning and in, for example,

HSR station design.

Analyzing other GHGsThis research only analyzed €@missions and did not include

other GHG like water vapor, ozone, methane {CHnd nitrous oxide (§D), and criteria
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air pollutants. To get a full GHG emission inventdhese gases should be included in

GHG emissions inventories and in a future methagiod framework.

Aircraft Emissions at AltitudeAircraft emit GHGs directly into the upper tropbere
and lower stratosphere and have an impact on thespheric composition (IPCC, 2001).
The impact of these emissions at altitude and ribkision of such differences in GHG

emissions inventories require further study.

Bus Mode Even though bus was included in the methodologyiarthe analysis, most
attention was focused on other modes. Bus does shevowest emissions per PMT
though and it could be useful to further analyze plotential of bus travel and how to

increase the utility/mode share for this mode aveat.
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APPENDIX A. LONG-DISTANCE TRAVEL DEMAND STUDIES

Table A.1: Recent Examples of Long Distance Travédemand Studies
Demand
Purposes Component

Model/Study

UNITED STATES
TSAM (Ashiabor, Baik
et al (2007-2008))

Koppelman (1990)

Koppelman and Sethi
(2005)

Coldren et al (2003)

Geographic Modes Trip

Detail
County level Car, Air, Business /
SATS, Non-
(Bus, Business
Rall)

City/Metro Car, Air, Business /
Pairs (using Bus, Rail Non-
data from Business
NTS 1977)

Only mode Car, Air, NA
choice/servic Rail
class choice Sleeper,
from surveys Ralil
Premium
Coach,
Rail
Economy
Sleeper

City pairs inAir NA

the U.S.

TG (trip

Model Objectives Method

Nested and mixed logit Nested

Explanatory
Variables

Travel time, Travel

generation), models were developed_ogit’/Mixed Cost, Household

TD (trip

to study nationaklevel Logit

distribution), intercity transportation in
MC (mode the United States. The
choice), TA Transportation Systems

(trafic

Analysis Model (TSAM)

assignment) estimates nationwide

TG, TD,

intercity travel demand in
the United States.

Develop a behavioral

Income, Region Typ2

Disaggregate Travel time, cost,

MC, Service framework and model Nested Logit departure frequency,
Class Choicsystem for intercity traveModel

MC, Service This research integratedMNL Model,

Class Choicahe considerable

Itinerary

Share
Models
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nested logtt,
progress that has beenand

made in relaxing the  generalized
assumption of nested logit
independence across

alternatives and the

homogenetty of error
variance/covariance

across observations

within the context of

closed form extensions

the MNL/NL models.

This study reports the Aggregate
results of aggregate air-muttinomial
travel tinerary share  logit
models estimated at the

city-pair level for all city-

pairs in the US. These

models determine the

factors that infuence

airline ridership at the

tinerary level and

support carrier decisior-

making.

distance between city
pairs, household
income, structure, ar
size, employment,
museum index,
recreation index.

Cost, schedule
convenience,
overnight dummy,
quality of service,
group size, income,
distance

Level-of-service,
connection quality,
carrier, carrier marke
presence, fares,
aircraft size and type,
and time of day.



Table A.1 (continued)

Model/Study

INDIVIDUAL STATE
STUDIES
Michigan

Oregon

Maryland

Geographic Modes
Detail

2307 instate Car
TAZs, 85
outstate

TAZs

Trip

HB
work/biz,
HB
soc/rec/vac,
HBO, NHB
work/biz,
NHB other

2950 zones Car drive.home-base(TG, TD,

(instate and car
withina 50  shared,
mile radius). urban
Each zone ft3ranst,
within about air,
14.5 miion AMTRA
orid cels K,
ranging from intercity

30x30 meterdus, walk

to 300x300 bicycle
meters

1607 zones Car, ar,
(Maryland, rail, bus
Delaware an
Washington

DC as a

whole, and

parts of New

Jersey,
Pennsylvania,
Virginia, and

West

Virginia. A

regional

model for

189 zones.

work-based MC, TA

Home Base TG, TD,
Work, MC, TA
Journey to

Work,

Journey at

Work,

School,

Home Base!

Shop, Home

Based Other
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Demand
Purposes Component

TG, TD, TA Development,

Model Objectives Method

maintenance and
application of a
Statewide Travel
Demand Model.

Explanatory
Variables

Used TransF Household size,

income, travel cost,
area type

Develop a tranportationMicrosimulati regional economics

land use model to on (Monte
understand daily traffic Carlo) and
patterns by using logit models
microsimulation

techniques

Development of a
Statewide Travel
Demand Model.

and nested

and demographics,
production allocation
and interactions,
houshold allocations
land development,
commercial
movements, houshold
travel, and transport

supply

Gravity mode Socioeconomics and

demographics

logit model. A (population, income,

microsimulati occupation status,
on technique household size,
is introduced number of workers),

for long-
distance
travel using
the NHTS.

travel time, travel cost



Table A.1 (continued)

Model/Study Geographic Modes Trip
Detail

CORRIDOR
STUDIES (N. Amer.)
Cambridge Systematic$TAZs Main
(2006) mode:
car, air,
conventio Other
nal rall,

and HSR

For

Access/E
gress:
Drive/Par

k, Drop

off,

Rental,

Taxi,

Transt,
Walk/Bik

e

Business,
Commute,

Volpe Center (2008)

MSA level existing Non-
and high Business
speed rai
bus

Bhat (1995) Corridor:  car, air, Paid
Toronto- train Business
Montreal.

Only mode

choice (from

surveys)

Bhat 1997 Canadian car, air, Paid
interciy train Business
dataset:

Toronto

Montreal

Corridor

County anc/Car, air, Business/ Direct

Demand Model Objectives

Purposes Component

TG, TD, To develop a new Trip
MC, ridership forecasting

ss MC
operational purposes: To
evaluate high-speed ral
ridership and revenue on
a statewide basis; To
evaluate potential
alternative alignments for
high-speed rail into and
out of the San Francisco
Bay Area; and To
provide a foundation for
other statewide planningy
purposes and for regiol
agencies to better
understand interregionell
travel.

Evaluation of High-
Speed Rail Options in
the Macon-Atlanta-
Greenville-Charlotte Rail
Corridor

demand
modeling

Method

frequency.
Recreation, Access/Egremodel that would serve Blultinomial

Logit model

Explanatory
Variables

Employment &
Household
Characteristics * Trip

variety of planning and Logit Models Purpose/Distance

Class * Level of
Service ¢ Accessibilit
* Region « Traveling
Party Size

travel time, travel
cost, frequency,
income

Mode choice The model is estimatetHeteroscedagravel time, travel

to examine the impact ofic extreme  cost, income,
improved rail service onvalue model frequency, city type
business travelinthe using a

Toronto-Montreal maximum

corridor.Travel demand likelihood

models used to forecastechnique

future intercity travel and
estimate shifts in mode
split in response to a
variety of potential rail
service improvements
(including high-speed
rail) in the Toronto-
Montreal corridor.
Mode choice This article uses an
endogenous

Endogenous income, sex (female
Segmentationor male), travel group

segmentation approachMode Choice size (traveling alone

to model mode choice. Model
This approach jointly
determines the number
market segments in the

travel population, assigns
individuals

probabilistically to each
segment, and develops a
distinct mode choice

model for each segment

group.
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traveling in a group),
day of travel
(weekend travel or
weekday travel), (or
way) trip distance,
frequency of service.
total cost, in-vehicle
travel time and out-of-
vehicle travel time,
large city indicator



Table A.1 (continued)

Model/Study

EUROPEAN
LMS (Netherlands)

SISD (italy)

STREAMS (EU)

Geographic Modes Trip Purposes

Detail

National. Car

1308 Zones driver, cal2. business
passengethome-based)

plus 55
external zonestrain,

Demand

Model Objectives

Component

1. home-work TG, TD,
MC, TA

3. business

bus/tranV (non-home

metro,
slow
traffic

based) 4.
Shopping 5.
education
(<12) 6. other,
chidren 7.
education
(12+) 8. social
recreative

ltaly. 270  Car, Bus, 1. workplace TG, TD,
national air, commuting 2. MC, TA
zones, 62 interregio work and
external nal train, professional
intercity  business 3.
train, university
sleeping education 4.
train leisure and
tourism 5. othe
purpose
Member  Car, air, 1. commuting TG, TD,

Countries of coach,
the EU. 201 ral, air
Internal

zones, 27

external

outside EU, ¢
external zone

for the rest of

the world

and business MC, TA
(<40 km) 2.
shopping,
personal
business,
education, visit
(<40 km) 3.
charter
holdiday (>40
km) 4. business
and commuting
(>40 km) 5.
international
independent
holiday (>40
km) 6.
domestic
holiday (>40
km)

Method

Explanatory
Variables

To predict the long-term Disaggregate TG: Most important

impact of (policy) tour
measures with respect tofrequency
reducing traffic congestionmodel
traffic unsafety, and air

poliution in the future. The
outcomes of the model

may contribute to new or
adapted policy measures.
Three types of policy

decisions are supported by
LMS: 1. calculate

situations without new

policies; 2. estimate effects

of a package of policy
measures; 3. estimate

effects of one policy

measure.

are: structure of
household, licence
holding and car
availability in
household, sex, age,
educational level,
income, licence holding
and activity of person.
TD/MC: Attraction
variables of destination
(employees, education
places, number of
residents, density of
employees or
population, business
district) Accessibility
variables (travel time,
costs) Socio-econorric
attributes (licence
holding, car avaiabilty
part/full time, age ban
income band).

1. to simulate the behavioDisaggregate TG: Attraction

of transportation systems tour

2. formulate managemen:frequency
and planning policies 3. model
check the effectiveness of
proposed interventions 4.

official data source

1. to develop a mult-
modal network based
transport model of the EUmodel
covering passengers and
freight 2. to produce an

initial reference forecast of
transport in the EU 3. to
develop new modeling

software

Aggregate
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variables (number of
residents, employees,
location, accessibility
logsum) Socio-
economic attributes of
individual/ household
(income category, age
band, sex, employment
status, education level,
license holding
dummies, car
availabilty). TD/MC:
Employees, hotel bed
same region dummy,
travel time and cost p
mode, frequency,
income group, cars
available, license
holding dummies.

TG: Age, employment,

trip frequencycar avaiabilty,

household structure
(aggregate average per
distinguished

population group).
TD/MC: Full time
employed persons,
total population,

tourism arrivals (bed
spaces), gross value
added.



Table A.1 (continued)

NTM 4 (Norway)

SAMPERS (Sweden)

NTM (Denmark)

NTM (Switzerland)

BVWP (Austria)

454 domestid.. car Short distance: TG, TD,
zones driver 2. 1. home basedVC, TA
car commuting 2.
passenge home based
3. public business 3.
transport Education 4.
4. slow work based
traffic 5. business 5.
air (long- shopping/perso
distance nalbusiness 6.
model) 6. social visit 7.
sea (long-recreation,
distance other Long
model) distance
(>100km): 1.
work/educatior
2. Business 3.
social visit 4.
Recreation 5.
services and
other
700 domesfic car 2. Short distance:TG, TD,
zones, which train 1. Work 2. MC, TA
are (several Business 3.
disaggregatedypes) 3. School 4.
into 9000  coach/ Social 5.
subzones. regional Recreation 6.
180 zones in bus 4. air Other Long
foreign (for long distance
countries.  distances (domestic plus
5. international):
car+ferry 1.private 2.
(for long Business
distances
6. walk-
on ferry
(for long
distances
7. Wak
8. bicycle
1. car 2Short distance: TG, TD,
train 1. Work 2. MC, TA
(several Business 3.
types) 3. Shopping 4.
coach/ Recreation 5.
regional Other Long
bus 4. air distance
(domestic):
1.private 2.
Business
755 domesticar, train work, vacation TG, TD,
zones, 67 other MC, TA
foreign zones

1300 zones

676 domesticar, train, 1. work 2.

zones, 205 coach/regBusiness 3.

foreign zonesonal bus School 4.
Shopping 5.
Leisure 6. other

TG, TD,
MC, TA

150

Original objective: To
make predictions of the  tour
impact of policy measuredrequency
to reduce the model
environmental effects of

private travel. Added:

capability of forecasting

traffic on specific

infrastructure finks

Disaggregate Comparable and bas
on LMS (Netherlands)

To predict demand effect®isaggregate Comparable and bas
of new infrastructure and tour on LMS (Netherlands)
services, changing incom frequency

different population model

structure, changes in tracle

and industry. To serve as a

basis for calculation of

traffic safety effects,

environmental effects,

energy consumption,

accessibilty effects, effects

of policy measures.

To predict effects of long- Disaggregate Comparable and bas
distance high-speed traintour on LMS (Netherlands)
services and other frequency

infrastructure investments model

To make predictions of théggregate

impact of policy and trip frequency

infrastructure measures. model, logit
mode choice.
Agent-based
simulation

To predict demand effect®\ggregate

of new infrastructure and trip frequency

services, changing incom model

different population

structure, changes in tracle

and industry. Optimize of

National Transport

Conception, environmental

effects



Table A.1 (continued)

BVWP (Germany)

MATISSE (France)

NTM (Great Britain)

STEMM

TRANS-TOOLS

Bel (1997) Spain

360 domestit. car, 2.
zones, 83 Train 3.
foreign zones bus

(regional)
4. air 5.
Bicycle
6. Wak

Links with  Car, air,
OD distancesrail
varying from
50-2500km

2496 Car
National Trip Driver,
End Model Car
(NTEM)
Zones , Bus,
Rail,
Metro,
Taxi,
Cycle,
Walk

1269 zones car, air,

rail

NUTS3 Road,
based zonal rail, air
system of
1269 zones
within Europe

Spanish rail train, car
network by
province

1. work 2.
Business 3.
Shopping 4.
Education 5.
Vacation
6.leisure and
other

Business,
private

TG, TD,
MC, TA

HB work, HB TG, TD,
Employer's  MC, Route
Business, HB Choice, TA

PassengeEducation, HB

PB/Shopping,
HB
Recreation/Visit
ing Friend &
Relatives, HB
holidays and
day trips, NHB
Employer's
Business, NHB
Other

Business,
private,
vacation
Business, TG, TD,
private, toursmMC, TA

NA NA
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TG, TD, MC

TG, TD, MC To predict demand effectdggregate
of new poiltical situations trip frequency

Europe and infrastructure model
and transport policy, socio-
demography and

economic, changes in tra

and industry.

The model was develope®isaggregate Travel time, cost,
to analyse long distance trip frequencygroup size, time of da

passenger traffic (trips >56hodel
km), focusing on France.

The Department for
Transport's National
Transport Model (NTM)
has been developed over a
number of years, and has
been used by the
Department for forecastirig
travel trends for over 10
years, primarily for the
purposes of producing the
annual road traffic forecast
report, policy formation,

and strategic analysis of
options, predominantly for
England and Wales.

Model

TRANS-TOOLS had the Non-linear
objective to produce a logit function
European transport

network model covering

both passenger and freight,

as well as intermodal

transport, which

overcomes the

shortcomings of current

European transport

network models and

provided the Commissior

with an in house updated
instrument of simulation.

The objective of the

project was to buid on the
experience of existing

transport models and

implement a number of
improvements that are th2

basis of the development

an integrated policy

support tool for transport

at EU level.

This paper specifies and Double
empirically estimates, an logarithmic
explanatory model to form
evaluate the impact of

travel time changes on int

urban rail demand.

car availabilty, fare
reduction, quality of
service

Nested Logit Person type,

Household income
(indirectly through car
ownership model),
household type,
gender, travel cost,
travel time

Travel cost, travel timg
frequency, number of
transfers, population,
GDP, employment, car
ownership

Travel time, dummy
variable for 'increase in
air service frequency’



Table A.1 (continued)

Model/Study

OTHER NON-U.S.
Yao and Morikawa
(2005) - Japan

Aldian and Taylor
(Australia - 2003) -
Indonesia

Geographic Modes Trip Puposes Demand Model Objectives Method Explanatory
Detail Component Variables
6 zones from Car, air, business, non- trip to develop an integrated Regression TG: Accessibility,
questionaires Rail business, homzeneration, intercity travel demand 'modeland population, working
147 zones (conventi based, non  distribution, modeling system suitable Nested Logit population in service
from the NTSonal, home based mode choice for substantial changes in Models with sector. TD: logsum
HSR, route choice service level. route choice MC, zonal GDP per
Shinkanse capita, share of
n), bus working population,

business attractiveness,
non-business
attractiveness. MC:
Travel cost, travel time
access time, frequenc
value of travel time

savings.
Intercity Caronly NA TG, TD, TA A new approach to Fuzzy TG: population density
Central Java modeling inter-city travel multicriteria  gross domestic regior
Number of that combines a analysis. It product. TD: road user
zones behavioural travel demancdopts the cost (distance, road
unknown model and a direct dema structure of geometry, ride qualty),

model. Fuzzy mutticriteria disaggregate number of hotel rooms

analysis is applied to models, but

calculate aggregate utiitie the

(trip production power ar deterministic

zone attractiveness). part of utiity
function is
developed at
aggregate
level. The
multinomial
logit model is
applied to
calculate trip
distribution

Notes: Demand Components: TG = trip generatidds Trip distribution, MC=
modal choice, TA = traffic (route) assignment
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APPENDIX B. RESULTS FOR CORRIDOR ANALYSES

Note: MMT = Million Metric Tonnes

Table B.1: Auto and Bus Trips By Corridor

Business Trips Auto - Pacific Northwest

From\To Eugene Portland Seattle
Eugene 0 182,392 20,076
Portland 191,700 0 1,455,367
Seattle 18,964 1,440,377 0

Business Trips Bus - Pacific Northwest

From\To Eugene Portland Seattle
Eugene 0 388 60
Portland 408 0 3,097
Seattle 57 3,065 0

Business Trips Auto - Keystone

From\To Pittsburgh Harrisburg  Philadelphia

Pittsburgh 0 35,378 116,754
Harrisburg 35,267 0 264,270
Philadelphia 110,590 251,654 0

Business Trips Bus - Keystone

From\To Pittsburgh Harrisburg  Philadelphia

Pittsburgh 0 188 871
Harrisburg 188 0 1,406
Philadelphia 825 1,339 0
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Total Trips Auto - Pacific Northwest

From\To Eugene Portland Seattle
Eugene 0 1,782,641 521,689
Portland 1,873,616 0 14,224,315
Seattle 492,791 14,077,809 0
Total Trips Bus - Pacific Northwest
From\To Eugene Portland Seattle
Eugene 0 8,723 2,847
Portland 9,168 0 69,601
Seattle 2,689 68,885 0
Total Trips Auto - Keystone
From\To Pittsburgh Harrisburg  Philadelphia
Pittsburgh 0 482,595 2,919,745
Harrisburg 481,071 0 3,604,896
Philadelphia | 2,765,598 3,432,796 0
Total Trips Bus - Keystone
From\To Pittsburgh Harrisburg  Philadelphia
Pittsburgh 0 2,493 14,886
Harrisburg 2,486 0 18,625
Philadelphia 14,100 17,736 0




Table B.1 (continued)

Business Trips Auto - California

From\To |San Francisco Los Angeles San Diego

San Francisco 0 415,590 216,073
Los Angeles 415,451 0 1,036,651
San Diego 223,831 1,180,485 0

Business Trips Bus - California

From\To |San Francisco Los Angeles San Diego

San Francisco 0 3,101 1,612
Los Angeles 3,100 0 5,514
San Diego 1,670 6,279 0
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Total Trips Auto - California

From\To |San Francisco Los Angeles San Diego
San Francisco 0 11,783,695 6,126,554
Los Angeles | 11,779,753 0 8,818,153
San Diego 6,346,533 10,041,660 0
Total Trips Bus - California
From\To |San Francisco Los Angeles San Diego
San Francisco 0 66,258 34,448
Los Angeles 66,235 0 46,043
San Diego 35,685 20,265 0




Table B.2: Automobile CO, Emissions By Corridor

Auto CO2 Emissions (MMT CO2) - Pacific Northwes]

From\To Eugene  Portland Seattle
Eugene 0.000 0.048 0.036
Portland 0.050 0.000 0.597
Seattle 0.034 0.591 0.000

Auto CO2 Emissions (MMT CO2) - Keystone

From\To Pittsburgh Harrisburg Philadelphia
Pittsburgh 0.000 0.024 0.215
Harrisburg 0.024 0.000 0.093

Philadelphia 0.205 0.089 0.000

Auto CO2 Emissions (MMT CO2) - California

Los

From\To San Francisco San Diego
Angeles
San Francisco 0.000 1.089 0.746
Los Angeles 1.092 0.000 0.259
San Diego 0.773 0.295 0.000
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Table B.3: Air CO, Emissions By Corridor

Air CO2 Emissions (MMT CO2) - Pacific Northwest

From\To Eugene Portland Seattle
Eugene 0.000 0.005 0.011
Portland 0.004 0.000 0.025
Seattle 0.010 0.024 0.000

Air CO2 Emissions (MMT CO2) - Keystone

From\To Pittsburgh Harrisburg Philadelphia
Pittsburgh 0.000 0.001 0.042
Harrisburg 0.001 0.000 0.005

Philadelphia 0.043 0.004 0.000

Air CO2 Emissions (MMT CO2) - California

San Los .
From\To Francisco Angeles San Diego
San Francisco 0.000 0.135 0.087
Los Angeles 0.142 0.000 0.035
San Diego 0.091 0.035 0.000
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Table B.4: Rail CO, Emissions By Corridor

Rail CO2 Emissions (MMT CO2) - Pacific Northweqgt

From\To | Eugene Portland Seattle
Eugene 0.000 0.003 0.001

Portland 0.003 0.000 0.004
Seattle 0.001 0.004 0.000

Rail CO2 Emissions (MMT CO2) - Keystone

From\To | Pittsburgh Harrisburg Philadelphia

Pittsburgh
Harrisburg

Philadelphia

0.000 0.001 0.001
0.001 0.000 0.006
0.001 0.006 0.000

Rail CO2 Emissions (MMT CO2) - California

From\To San Los Angeles  San Diego
Francisco
San 0.000 0.001 0.001
Francisco
Los Angeles| 0.001 0.000 0.006
San Diego 0.001 0.006 0.000
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Table B.5: Bus CQ Emissions By Corridor

Bus CO2 Emissions (MMT CO2) - Pacific Northwest

From\To | Eugene Portland Seattle
Eugene | 0.0000 0.0002 0.0001

Portland | 0.0002 0.0000 0.0006
Seattle 0.0001 0.0005 0.0000

Bus CO2 Emissions (MMT CO2) - Keystone

From\To | Pittsburgh Harrisburg Philadelphia
Pittsburgh 0.0000 0.0001 0.0008
Harrisburg 0.0001 0.0000 0.0002
Philadelphia | 0.0008 0.0002 0.0000

Bus CO2 Emissions (MMT CO2) - California

From\To Sa_n Los Angeles  San Diego
Francisco
San 0.0000 0.0016 0.0014
Francisco
Los Angeles| 0.0016 0.0000 0.0007
San Diego 0.0017 0.0005 0.0000
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Table B.6: Access and Egress CLEmissions by Main Mode

Air A/JE CO2 Emissions (MMT CO2) - Pacific

Northwest
From\To | Eugene Portland Seattle
Eugene 0.000 0.001 0.001
Portland 0.001 0.000 0.006
Seattle 0.001 0.005 0.000

Air A/JE CO2 Emissions (MMT CO2) - Keystone

From\To | Pittsburgh Harrisburg Philadelphia
Pittsburgh 0.000 0.000 0.004
Harrisburg 0.000 0.000 0.001

Philadelphia 0.004 0.001 0.000

Air A/E CO2 Emissions (MMT CO2) - California

San

From\To . Los Angeles  San Diego
Francisco
San 0.000 0.016 0.006
Francisco
Los Angeles| 0.016 0.000 0.003
San Diego 0.007 0.004 0.000
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Table B.6 (continued)

Rail A/E CO2 Emissions (MMT CO2) - Pacific
Northwest
From\To Eugene Portland Seattle
Eugene 0.0000 0.0002 0.0000
Portland 0.0002 0.0000 0.0007
Seattle 0.0000 0.0007 0.0000

Rail A/E CO2 Emissions (MMT CO2) - Keystone

From\To | Pittsburgh Harrisburg Philadelphia
Pittsburgh 0.0000 0.0000 0.0000
Harrisburg 0.0000 0.0000 0.0002

Philadelphia | 0.0000 0.0002 0.0000

Rail A/E CO2 Emissions (MMT CO2) - California

From\To San Los Angeles San
Francisco Diego
San 0.0000 0.0000 0.0000
Francisco
Los Angeles 0.0000 0.0000 0.0012
San Diego 0.0000 0.0012 0.0000
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Table B.6 (continued)

Bus A/E CO2 Emissions (MMT CO2) - Pacific

Northwest
From\To | Eugene Portland Seattle
Eugene 0.0000 0.0001 0.0000
Portland 0.0001 0.0000 0.0006
Seattle 0.0000 0.0006 0.0000

Bus A/E CO2 Emissions (MMT CO2) - Keystone

From\To | Pittsburgh Harrisburg Philadelphia
Pittsburgh 0.0000 0.0000 0.0001
Harrisburg 0.0000 0.0000 0.0001

Philadelphia | 0.0001 0.0001 0.0000

Bus A/E CO2 Emissions (MMT CO2) - California

From\To San Los Angeles  San Diego
Francisco
San 0.0000 0.0006 0.0002
Francisco
Los Angeles| 0.0006 0.0000 0.0005
San Diego 0.0003 0.0002 0.0000
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Table B.7: Total CO, Emissions (Direct + Indirect) By Corridor

Total Direct + Indirect Emissions by Corridor (MMJO2)

Auto Air Rail Bus Total

Pacific Northwest
Keystone

California

2.169 0.124 0.040 0.004 2.338
1.039 0.143 0.034 0.004 1.291

6.805 0.764 0.039 0.014 7.642

Table B.8: Share of Total CQ Emissions (Direct + Indirect) By Mode By Corridor

Total Direct + Indirect Emissions by Mode by Coaid%)

Auto Air Rail Bus

Pacific Northwest 92.8 53 1.7 0.2
Keystone

California

85.1 11.7 28 0.3

89.3 10.0 05 0.2
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Table C.1: CO, Savings With Average Fuel Economy of 35.5 mpg

APPENDIX C. RESULTS FOR POLICY/STRATEGY APPLICATION

CO2 Savings With 35.5 MPG Fuel Economy

MMT CO2 Percentage
Pacific Northwest 0.976 41.8
Keystone 0.470 38.5
California 3.062 40.2

Table C.2: CO, Savings With 10% Electric Car Share

CO2 Savings With 10% Electric Car Share

MMT CO2 Percentage
Pacific Northwest 0.183 7.8
Keystone 0.042 34
California 0.464 6.1

Table C.3: CO, Savings With 25% Gasoline Replacement By CellulasiEthanol

CO2 Savings With 25% Gasoline Replacement By Ce]l.

Ethanol
MMT CO2 Percentage
Pacific Northwest 0.339 14.5
Keystone 0.163 13.4
California 1.063 14.0
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Table C.4: CO, Savings With 20-35% Improvement in Aircraft Efficiency

CO2 Savings With 20-35% Improvement in AircraftiEincy
20% Improvement 35% Improvement
MMT Percentage MMT Percentage
Co2 9 co2 g
Pacific Northwest 0.021 0.9 0.036 15
Keystone 0.025 2.1 0.045 3.6
California 0.136 1.8 0.238 3.1

Table C.5: Diverted Trips By Mode for HSR125

Number of Diverted Trips By Mode - HSR125
Auto Air Rail Bus Total
Pacific Northwest 1,641 33,027 91,780 87  126,53p
Keystone 12 3,242 28,653 1 31,907
California 6,097 60,639 140,932 125 207,793

Table C.6: Percentage Diverted Trips By Mode for HR®125

Percentage Diverted Trips By Mode - HSR125 (%)
Auto  Air Rail Bus
Pacific Northwest 0.00 3.03 40.04 0.0
Keystone 0.00 040 31.12 0.0q
California 001 141 5592 0.0§
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Table C.7: Diverted Trips By Mode for HSR150

Number of Diverted Trips By Mode - HSR150

Auto Air Ralil Bus Total
Pacific Northwest 87,385 745,455 198,595 7,385 @
Keystone 13,431 55,829 62,199 553 0
California 103,394 501,407 223,196 5,808 @

Table C.8: Percentage Diverted Trips By Mode for HR150

Percentage Diverted Trips By Mode - HSR150 (%)

Auto Air Rail Bus
Pacific Northwest 0.27 6831 86.64 4.56
Keystone 0.10 6.85 6755 0.7
California 0.19 1163 8856 2.1
Table C.9: Diverted Trips By Mode for HSR200
Number of Diverted Trips By Mode - HSR200
Auto Air Rail Bus Total
Pacific Northwest 143,086 874,092 208,726 11,894 (
Keystone 28,287 124,514 69,804 2,110 0
California 180,363 963,813 230,609 14,282 (
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Table C.10: Percentage Diverted Trips By Mode for I 5R200

Percentage Diverted Trips By Mode - HSR200 (%)
Auto Air Ralil Bus
Pacific Northwest 043 80.10 91.06 7.3%
Keystone 0.21 15.28 75.81 3.00
California 0.33 22.36 9150 5.31

Table C.11: CO, Savings With HSR125, HSR150, and HSR200

CO2 Savings With High Speed Rail

HSR125 HSR150 HSR200
MMT  Percentag| MMT Percentag MMT Percentag
CO2 e CO2 e CO2 e
Pacific | 4007  -0.3 0.034 15 0.036 15
Northwest
Keystone | -0.024 -1.9 -0.018 -1.5 -0.014 -1.1
California | 0.019 0.3 0.047 0.6 0.059 0.8

Table C.12: Diverted Trips By Mode for HSR150 Scen@o

Number of Diverted Trips By Mode - HSR150 Scenario

Auto Air Ralil Bus Total
Pacific Northwest 1,848,710 759,672 198,346 77,8860
Keystone 1,581,999 174,426 75,258 3,218 0
California 2,680,266 686,243 229,851 19,3050
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Table C.13: Percentage Diverted Trips By Mode for I3R150 Scenario
Percentage Diverted Trips By Mode - HSR150 Scer(&sio

Auto Air Rail Bus

Pacific Northwest 5.61 69.62 86.53 4.8Y
Keystone 11.56 21.40 81.73 4.58
California 4.88 1592 91.20 3.4%

Table C.14: CO, Savings for HSR150 Scenario

CO2 Savings For HSR150 Scenario
HSR150 Scenario
MMT Percentage
co2 9
Pacific Northwest 0.077 3.3
Keystone -0.006 -0.5
California 0.156 2.1

Table C.15: Volpe’s Diverted Trips By Mode for HSRB0 Scenario With $400/tC
Carbon Tax

Number of Diverted Trips By Mode - HSR150 Scenamith $400/tC Tax

Auto Air Rail Bus Total

Pacific Northwest 99,616 809,417 205,483 7,736 d
Keystone 51,493 167,528 80,418 2,805 G

California 140,093 675,530 232,907 7,524 (
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Table C.16: Percentage Diverted Trips By Mode for I3R150 Scenario With $400/tC
Carbon Tax
Percentage Diverted Trips By Mode - HSR150 ScerAfith
$400/tC Tax (%)

Auto Air Rail Bus

Pacific Northwest 0.30 74.17 89.65 4.7%
Keystone 0.38 2055 87.34 3.99
California 0.26 15.96 92.42 2.80

Table C.17: CQ, Savings for Carbon Tax of $400/tC For HSR150 Sceria

CO2 Savings For HSR150 Scenario With
$400/tC Carbon Tax
HSR150 Scenario
MMT Percentage
CcO2 9

Pacific Northwest 0.078 3.3
Keystone -0.041 -3.4
California 0.158 2.1
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